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DISCUSSION

W. Härdle,1 J. S. Marron2 and L. Yang1

Humboldt Universität zu Berlin, University of North Carolina, Chapel Hill
and Humboldt Universität zu Berlin

Stone, Hansen, Kooperberg and Truong have written an excellent review of the fine work they have done in making one type of spline modeling useful

1Supported by Sonderforschungsbereich 373 "Quantifikation und Simulation Ökonomischer Prozesse" Deutsche Forschungsgemeinschaft.
2Supported by NSF Grant DMS-9504414.
in a wide variety of statistical problems. The unifying framework of extended linear modeling provides substantial insights about the essential ideas of this type of spline smoothing.

While the presentation is generally excellent, we question the chosen terminology "polynomial splines." The problem is that the rather popular "smoothing spline," which is a solution of a regularization problem and already the subject of two monographs [Wahba (1990) and Green and Silverman (1994)], is also a polynomial spline (although of a very different type). In our view, it would be more appropriate to call the type of spline in the present paper by their older names of "B-spline" or "regression spline."

This discussion consists of questions in four directions: interpretability, theory versus implementation, the effectiveness of knot deletion algorithms and how applicable the present methodology is to some problems in time series and model testing.

1. **Interpretability.** Many statisticians view simplicity and intuitive understanding of "what the smooth is doing to the data" as very important criteria in choosing a smoothing method. In this respect, we suggest moving average–kernel–local polynomial methods as being preferable, and we believe that they will continue to have an enduring attraction to many statisticians for this reason. We note that Kooperberg and Stone (1991) were not immune to this appeal, and used a very simple kernel method to show (quite convincingly) that the spline method at that time was doing a very good job of density estimation (in fact better than "higher tech" kernel methods). From the point of view of simplicity and interpretability, we ask: "if the kernel method is how one really understands what is going on in the data, why should one then construct the spline?"

2. **Theory versus implementation.** The gap between what is called "the nonadaptive procedures that we can treat analytically" and "the adaptive methodologies that we have implemented" is somewhat worrying. We are unsure about the suggestion that this is merely because the knot deletion/addition is not very tractable to mathematical analysis. Instead we wonder: "has nobody been able to show this adaptive method is statistically efficient because it is inefficient?"

An alternate, intuitively appealing approach to knot choice for B/regression splines, based on Bayes' ideas, has been developed in Smith and Kohn (1994, 1996a, b). See the Ph.D. dissertation by Smith (1996) for an excellent summary, and a compelling case made for the effectiveness of this approach. A direct comparison of this Bayesian approach with that of the present paper would be quite interesting in terms of statistical efficiency, flexibility and also computation time. We note that Smith and Kohn do much more extensive simulation, and we wonder if this is because their methods are faster to compute.

3. **Knot deletion.** In this section, we look carefully at some ideas which give us doubts concerning the issues raised in Section 2. We focus here on the
one dimensional regression setting, which is probably the easiest to understand and interpret, but the issues we raise here likely exist as well in other settings.

In Section 5 of Stone, Hansen, Kooperberg and Truong, the minimal space is the space of constant functions. Here we show that more discussion of this issue is needed. In particular, we show that without this restriction, the knot deletion procedure can give poor performance both asymptotically and with a simulated example. We wonder if this is an anomaly of the minimal space or if this is what lies at the root of the fact that good asymptotic properties have not been demonstrated for knot deletion methods. In our asymptotics we show that in a "high noise case" a crucial term can be improperly eliminated by knot deletion, which leads to an inconsistent estimate. We then show that this effect is not just an artifact of our asymptotic model by considering a reasonable simulated example where this occurred.

For this, consider the simple regression model

$$Y = m(X) + \varepsilon,$$

where $X$ is assumed to be uniformly distributed on $[0, 1]$, $\varepsilon$ is independent of $X$ and normally distributed with mean 0 and variance $\sigma^2$, and $m(\cdot)$ is a function defined on $[0, 1]$ with piecewise continuous derivative. Using equally spaced knots initially [as in Stone (1985, 1994)], we let the basis functions be

$$B_0(x) \equiv 1, \quad B_1(x) = x, \quad B_j(x) = \left(x - \frac{j-1}{J}\right)_+ \quad j = 2, \ldots, J,$$

where $J = O(n^{1/3})$ [because here $p = d = 1$ in the notation of Stone (1994), where $p$ is the degree of smoothness and $d$ is the highest degree of interaction allowed]. For simplicity, set $J = 2\lfloor n^{1/3}/2 \rfloor + 1$. Given a random sample $(X_i, Y_i)_{i=1}^n$, let $\hat{m}(x) = \sum_{j=0}^J \hat{\beta}_j B_j(x)$ be the linear spline estimator of $m(\cdot)$, where the coefficients $\hat{\beta}_j$ satisfy

$$(\hat{\beta}_j) = \arg \min_{\beta \in \mathbb{R}^{J+1}} \frac{1}{n} \sum_{i=1}^n \left( Y_i - \sum_{j=0}^J \beta_j B_j(X_i) \right)^2.$$

The deletion rule in the regression setting is to use the residual sum of squares to decide which basis function to add or delete. According to the definition of allowable spaces, the function $B_1$ cannot be deleted unless all $B_j$, $j \geq 2$, had been deleted. Although new knots at preselected order statistics of the data could be added, we believe that the addition of these new knots would not significantly change the situation that we are addressing here. We let $\hat{\beta}_{j+}$, $j = 0, 1, 2, \ldots, J$, denote the estimated coefficients for the allowable space that has the smallest GCV value, after the deletion process is done. An indication of difficulties in this context is given by:

**Proposition 1.** Under the above assumptions and without the restriction of constant functions being in the minimal space, if $m(x) = 1 + bx$ and $\sigma = 2\lfloor n^{1/3} \rfloor$, 

there exists a constant $C_1 > 0$, such that
\[
\liminf_{n \to \infty} P[\hat{\beta}_0 = 0] \geq C_1.
\]

The fact that this leads to inconsistency is summarized as:

**Corollary 1.** Under the above assumptions and without the restriction of the constant function being in the minimal space, if $m(x) = 1 + bx$ and $\sigma = 2[n^{1/3}]$, there exist constants $C_1 > 0$ and $C_2 > 0$, such that
\[
\liminf_{n \to \infty} P[\|\hat{m}(x) - m(x)\|_\infty \geq 1] \geq C_1.
\]

The assumption $\sigma \approx n^{1/3}$ is a model for “high noise with respect to the sample size.” Such noise levels often occur in econometrics. This version of the adaptive spline seems questionable in such applications, because it is inconsistent. This makes us wonder about possible similar inefficiencies in the knot deletion approach because of similar occurrences for other “important” basis functions. Note also that this estimation context is not impossibly difficult. For example, using the simple Nadaraya–Watson estimator, the $L_\infty$ rate is
\[
O[n^{1/3}(n^{-1}h^{-1}\log n)^{1/2} + h],
\]
optimized when the bandwidth $h$ is chosen at the rate $n^{-1/9}(\log n)^{1/3}$, which is also the optimal rate. See, for example, Györfi, Härdle, Sarda and Vieu [(1989), Theorem 3.3.0, page 23].

Figure 1 shows a simulated example which demonstrates that the problem of deleting important knots in this way is not an asymptotic oddity. The target function is linear, $m(x) = 0.6x + 0.2$. The data come from adding i.i.d. $N(0, 0.25)$ noise as shown. The estimate comes from doing knot deletion and then finding the AIC and BIC best choices of the number of knots (they were the same for this data set). The poor behavior on the right-hand side is “bad luck” because the data happen to be larger than usual in that area. However, the poor behavior on the left-hand side is caused by the fact that the intercept term of the model is deleted relatively early in the sequence. We are concerned about this because the intercept is actually part of the underlying model.

Our question here is: “are these simply artifacts of our ignoring the minimal space or are they indicators that in fact knot deletion is an inefficient method of adaptation?”

4. **Time series and model testing.** In nonlinear time series analysis, the conditional variance is often of interest, sometimes more than the conditional mean (for some econometrics data, for example). A review of some recent works in this area can be found in Härdle and Chen (1995) and the references therein. Simultaneous estimation of additive mean and multiplicative volatility functions in autoregressive time series has been done with the local polynomial method by Yang and Härdle (1996). Härdle, Tsybakov and Yang (1996) have also developed estimation procedures of the mean and covariance
function in vector autoregression using local linear estimators. It would be interesting to see such results obtained with the spline approach.

Another area of interesting research where the local polynomial method has been successfully employed is the testing of models. In particular, Härdle, Mammen and Müller (1996) developed procedures for testing parametric versus semiparametric modeling in generalized regression, while Härdle and Yang (1996) developed procedures for testing linearity of main effects in generalized additive regression. Again, it would be interesting to see work in these areas using B/regression splines, which we suspect may be more difficult.

APPENDIX

PROOF OF PROPOSITION 1. We denote by $\mathbf{X}$ the vector $(X_1, X_2, \ldots, X_n)^T$, by $\mathbf{Y}$ the vector $(Y_1, Y_2, \ldots, Y_n)^T$ and by $\varepsilon$ the vector $(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)^T$. The inner product on $\mathbb{R}^n$ is defined as $\langle \mathbf{x}, \mathbf{y} \rangle = \langle \mathbf{x}, \mathbf{y} \rangle_n = (1/n) \sum_{i=1}^{n} x_i y_i$, while for functions as $\langle f, g \rangle = \int_0^1 f(x)g(x) \, dx$, the norms are defined accordingly. Also denote by $V_{(j_1, j_2, \ldots, j_k)}$ the function space spanned by $B_{j_1}(x), B_{j_2}(x), \ldots,$
$B_{j_k}(x)$ and by $\hat{V}_{\{j_1, j_2, \ldots, j_k\}}$ the space spanned by $B_{j_1}(X), B_{j_2}(X), \ldots, B_{j_k}(X)$. For any vector $v$ (or function $f$), we denote also by $v_{\{j_1, j_2, \ldots, j_k\}}$ (or $f_{\{j_1, j_2, \ldots, j_k\}}$) the projection of $v$ (or $f$) and by $v_{\{j_1, j_2, \ldots, j_k\}}^\perp$ (or $f_{\{j_1, j_2, \ldots, j_k\}}^\perp$) $v - v_{\{j_1, j_2, \ldots, j_k\}}$ (or $f - f_{\{j_1, j_2, \ldots, j_k\}}$). The distance from $v$ to $\hat{V}_{\{j_1, j_2, \ldots, j_k\}}$ is $\|v_{\{j_1, j_2, \ldots, j_k\}}^\perp\|$, which we denote by $d(v)_{\{j_1, j_2, \ldots, j_k\}}$ and so forth. For now, we fix $m(x) \equiv 1 + bx$. Without loss of generality, we take $b = 0$ because the function $B_1(x) \equiv x$ cannot be deleted.

**Lemma 1.** For any $j = 2, 3, \ldots, J$, $1/4 \leq (J/j)D_j \leq 1/3$, where

$$D_j = d(m(x))_{\{1, j, j+1, \ldots, J\}}^2,$$

and consequently

$$\frac{1}{4}(1 + O_p(n^{-1/2})) \leq \frac{J}{j}D_j \leq \frac{1}{3}(1 + O_p(n^{-1/2}))$$

where $D_j = d(m(X))_{\{1, j, j+1, \ldots, J\}}^2$.

**Proof.** It is easy to verify that $\|m(x) - (J/j)(B_1(x) - B_j(x))\|^2 = j/(3J)$, which implies the right-hand side of the inequality. Note that among the functions $B_1(x), B_j(x), B_{j+1}(x), \ldots, B_j(x)$, only $B_1(x)$ is nonzero on the interval $(0, j/J)$; thus,

$$d(m(x))_{\{1, j, j+1, \ldots, J\}}^2 \geq \min_{t} \int_{0}^{j/J} (1 - tx)^2 dx = \frac{j}{4J}.$$

**Lemma 2.** For any $j = 2, 3, \ldots, J$,

$$\|\varepsilon_{\{1, j, j+1, \ldots, J\}}\|^2 = \frac{4(J - j)}{n^{1/3}}(1 + o_p(1)).$$

**Proof.** The two facts needed for the proof are $\varepsilon$ is $N(0_n, \sigma^2 I_{n\times n}) = N(0_n, 4n^{2/3}I_{n\times n}(1 + o(n^{-1/3}))$ and the projection subspace is of dimension $1 + (J - j + 1)$. □

**Lemma 3.** For any $j = 2, 3, \ldots, J$,

$$\frac{n^{1/6}}{2\sqrt{D_j}}(\varepsilon, m(X)^\perp_{\{1, j, j+1, \ldots, J\}}) \rightarrow N(0, 1).$$

The proof is similar to the previous lemmas.
To complete the proof of Proposition 1, we want to prove that the following event has a probability $\geq C_1 > 0$:

$$\|\varepsilon_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}\|^2 + \|m(X)_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}\|^2 + 2\langle \varepsilon_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}, m(X)_{\{0,1,\ldots,j-1,j+1,\ldots,J\}} \rangle < \|\varepsilon_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 + \|m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 + 2\langle \varepsilon_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}, m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}} \rangle$$

for all $j = 2, 3, \ldots, J$. This is proved by noting that in fact $m(X)_{\{0,1,\ldots,j-1,j+1,\ldots,J\}} = m(X)$,

$$\|\varepsilon_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}\|^2 - \|\varepsilon_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 \leq \|\varepsilon_{\{0,1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 - \|\varepsilon_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 \leq \frac{4}{n^{1/3}}(1 + o_p(1))$$

by Lemma 1 and

$$\|m(X)_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}\|^2 - \|m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}\|^2 \leq \frac{1}{3J}$$

by Lemma 2, while

$$2\langle \varepsilon_{\{0,1,\ldots,j-1,j+1,\ldots,J\}}, m(X)_{\{0,1,\ldots,j-1,j+1,\ldots,J\}} \rangle - 2\langle \varepsilon_{\{1,\ldots,j-1,j,j+1,\ldots,J\}}, m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}} \rangle = 2\langle \varepsilon, m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}} \rangle$$

has variance of order $n^{-1/3}(1/J)$ or $n^{-2/3}$ by Lemma 3. Therefore the probability of

$$2\langle \varepsilon, m(X)_{\{1,\ldots,j-1,j,j+1,\ldots,J\}} \rangle + \frac{4}{n^{1/3}}(1 + o_p(1)) + \frac{1}{3J} < 0$$

is greater than a positive constant, meaning that the constant basis $B_0$ would be the first one to be removed. It is easy to verify that the GCV for the space $\hat{V}_{\{1,2,\ldots,J\}}$ can also be made smaller than that of $\hat{V}_{\{0,1,2,\ldots,J\}}$ with positive probability. In other words, the event ($\alpha = 2.5$ according to the end of Section 5.2 of Stone, Hansen, Kooperberg and Truong)

$$\left(\frac{n - \alpha J}{n - \alpha J - 1}\right)^2 \|\varepsilon_{\{0,1,\ldots,J\}}\|^2 > \|\varepsilon_{\{1,\ldots,J\}}\|^2 + 2\langle \varepsilon_{\{1,\ldots,J\}}, m(X)_{\{1,\ldots,J\}} \rangle + \|m(X)_{\{1,\ldots,J\}}\|^2$$

can have a positive probability as well. Thus we have shown that the probability that the final model does not contain the constant term is positive. $\square$
Proof of Corollary 1. Note again that among the functions $B_j(x)$, $1 \leq j \leq J$, only $B_1(x)$ is nonzero on the interval $(0, j/J)$, thus, when the constant term is not in the final model,

$$\|\tilde{m}(x) - m(x)\|_\infty \geq \inf_{t \in \mathbb{R}} \sup_{x \in (0, 1/J)} |1 - tx| = 1.$$ 

□
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