On the Cutting Edge of Prostate Cancer

By Emily Disbrow

Reigning as the second leading cause of cancer death in men, prostate cancer will affect approximately one in six men over the course of a lifetime, causing upwards of 25,000 deaths each year in the United States. Yet many men endangered by this disease remain reluctant to “go under the knife” and have their prostate removed in a radical prostatectomy. Drs. Anna Bill-Axelson and Lars Holmberg, primary authors of a recent study, may have shown that surgery is the most beneficial option for these patients...

In the United States, about 60,000 men undergo radical prostatectomies each year; this procedure is being increasingly more common in many Western countries. However, exceedingly few attempts have been made to calculate the true benefits of this surgery. As a result, patients are too frequently misinformed, leading to possible incorrect decisions about treatment and opening the door for further progression or metastases of cancerous cells as time moves forward. This study furthers our understanding of the benefits of radical prostatectomy as a potential cure for one of the most prevalent cancers plaguing society today.

In its early stages, prostate cancer does not usually produce many symptoms. A little more than a third of prostate cancers are not diagnosed until the cancerous cells have spread outside the prostate. The earlier that the cancer is detected, the higher the chance of a successful treatment and recovery with little or no side effects. When choosing treatments, patients must consider multiple factors, including how quickly the cancer is spreading, how much it has already grown, and their own age and health status. Historically, once diagnosed, prostate cancer patients have been offered various options for treatment, the three most prominent being radical prostatectomy (to remove the prostate altogether), intensive radiation or hormonal therapy (to shrink or contain the existing cancer cells), and watchful waiting (where treatment is deferred until the tumor grows larger).

In Bill-Axelson and Holmberg’s study, 695 men were recruited from 14 centers in Sweden, Finland, and
Iceland. In order to be eligible to participate in the study, each potential subject had to be under 75 years of age, maintain a health status that would allow for radical prostatectomy, have a life expectancy of more than ten years, and exhibit the "presence of newly-diagnosed, untreated, localized prostate cancer"\(^1\). The men were randomly assigned to one of two groups – one group of 347 undergoing radical prostatectomy, and one group of 348 assigned to watchful waiting. This study involved statistical analysis of the resulting status of each subject after ten years of participation. Bill-Axelson and Holmberg presented two primary hypotheses: first, that the risk of death due to prostate cancer decreases over time as a result of the initial tumor being removed in radical prostatectomy, and second, that radical prostatectomy has a significant positive effect on overall survival.

The participants were given regular clinical examinations throughout the course of the ten-year study, with their medical records being intensely reviewed during this time. As participants died, their files were released to an independent committee to determine the exact cause of death; this committee was blinded, as they did not know which treatment group each deceased patient belonged to. The committee determined four main end points: death due to prostate cancer, distant metastasis, local progression, and death from any cause. Distant metastasis involves the emergence of cancerous cells in other parts of the body; local progression includes symptoms such as recurrence of tumors localized to the prostate gland or urinary obstructions indicative of prostate problems. Relative risks and differences in cumulative incidence were computed (with 95 percent confidence intervals) as measures of effect for each end point.

Bill-Axelson and Holmberg used Gray’s test to disprove the null hypothesis, with a p-value of less than 0.05 showing statistical significance. All figures were compiled from the ten-year follow-up (there was an initial follow-up approximately five years, or halfway, through the study). The results of the statistical analysis confirmed both hypotheses. Initially, 347 men were assigned to radical prostatectomy; after ten years, thirty died of prostate cancer and fifty-three died of other causes. Of those fifty-three patients, seven of them showed signs of recurrence of prostate cancer.
Similarly, 348 men were assigned to watchful waiting; however, fifty died of prostate cancer and fifty-six died of other causes. Of those fifty-six participants, twenty-one indicated that prostate cancer had re-emerged in some form. With regards to overall occurrence of metastases after ten years, approximately 14% (50 of 347) of the men in the radical prostatectomy group had distant metastases, much less than the 23% (79 of 348) of men in the watchful waiting group exhibiting metastasis. The incidence of local progression showed a similar contrast much sooner. After five years, 8.1% of the radical prostatectomy group showed signs of local progression, as opposed to 27.2% of the watchful waiting group – this difference increased over time to respective cumulative incidences of 19.2% and 44.3% at the end of the study. Remarkably, the trends in overall mortality showed a statistically significant difference by the end of ten years: 83 of 347 men in the radical-prostatectomy group had died compared to 106 of 348 men in the watchful-waiting group.

What do all these statistics mean? It means that patients who choose to undergo radical prostatectomy, to risk “going under the knife”, reduce their risk of dying from prostate cancer by 44% in this study. Furthermore, according to this example, local progression is 67% less likely to occur and metastasis is 40% less likely to occur. Most importantly, in this instance, death is 26% less likely to occur over the ten-year period following surgery. Bill-Axelson and Holmberg also reiterated that over the first five years of this particular study, radical prostatectomy cut the risk of dying from prostate cancer in half, and reduced the risk of further cancerous growth by a full 37%.

How accurate are Bill-Axelson and Holmberg’s findings? Should future physicians be herding prostate cancer patients into the operating room routinely? Bill-Axelson and Holmberg maintain that while radical prostatectomies do reduce the occurrence of all the end points investigated, the absolute difference in survival rates is moderate. Thus, decisions about treatment options will most likely remain painful and difficult. However, with this data, patients can now weigh the risks associated with the surgery (namely possible varying degrees of impotence and incontinence) against the now-quantified and increasing recurrence of prostate cancer and higher death
rate in those who participate in watchful waiting. This study, and its potential replications, could lead to a much higher number of patients desiring to undergo radical prostatectomies. This increased demand should inspire a second look at prostatectomy techniques, with the goals of facilitating the procedure and attempting to eliminate the side effects. This study suggests that radical prostatectomy is the more effective choice to wipe out the cancer over time; the individual decision is still left to the patient, as is outlined in the principles of medicine.

Personally, I would like to see this study replicated with a larger, more geographically diverse population. Furthermore, the nature of the methods of this study encourages another follow-up of these patients, perhaps at a time of fifteen or twenty years after treatment. I believe that another follow-up study would further confirm Bill-Axelson and Holmberg’s long-term hypotheses, or at least give researchers a clearer picture of the long-term effects of the various treatment options. I think the age parameters of this study are acceptable, since the results are based on statistical analysis of causes of death and prostate cancer tends to affect older men. Another interesting angle would be to examine subgroups within the experiment population, i.e. age, racial, or ethnic subgroups. Do younger men have a better chance of recovery? Is prostate cancer race-selective in any sense? Regardless, Bill-Axelson and Holmberg have decidedly taken the first step to quantify the benefits of surgery to correct prostate cancer; perhaps their technique and analysis can be applied to other populations or other types of cancer in order to glean more knowledge which may help society curb the harmful influence of cancer on our world.
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Retinal diseases are extremely dangerous to vision and require annual screenings to be properly treated. New handheld cellular technology allows these screenings to be done remotely by taking retinal images that can be directly uploaded and reviewed from anywhere.

The retina, a very important layer of tissue located in the back of the human eye, is prone to many different kinds of diseases. These diseases affect your vision, causing deterioration over time and in some cases, blindness. Disease formation and progression can be slowed by working through regular screening appointments with an Optometrist, but these appointments are often omitted by patients due to their difficulty and costliness. New technology through smartphones poses a potential solution to these challenges, as a handheld device called CellScope Retina allows for retinal diagnostic scans to be taken and reviewed from anywhere in the world. Researchers Kim et. al1 conducted a study comparing images taken with CellScope Retina with those taken using industry standard technology in order to test its efficacy in a real-life situation. In light of this study, the researchers have proven that this new technology is user-friendly, comfortable for the patient, and relatively effective in diagnosing various eye conditions.

Retinal diseases are incredibly common in the United States, the most prevalent type being Diabetic Retinopathy (DR). DR is a blood-vessel complication that results from diabetes. Around 346 million people in the world are currently affected by diabetes, and that number has been projected to rise in the future. DR is the number one cause of loss of vision in individuals ages 20-74, making much of the population vulnerable. DR is most effectively treatable by eye surgeons (Ophthalmologists.) when diagnosed in early onset and monitored regularly, though statistics show that over half of diabetic patients do not undergo the highly recommended yearly DR screening. That number is even lower in vulnerable populations, showing that only 10-20% of diabetic patients receive the annual screening.

These screenings are difficult to perform because it is painful for disabled or elderly patients to be correctly positioned as necessary for capture of high quality scans. They need to sit upright, and keep their eyes focused in one particular spot for prolonged amounts of time. In addition, the machines require skilled operators, and are very expensive to purchase and maintain.

To combat these issues and make it easier for these screenings to be performed, new technologies are being investigated to supplement the popular instruments. The most promising of these technologies is smartphone-based. This technology has the potential to solve existing issues with conducting DR screenings. This technology could allow for long distance patient-provider communication and disease monitoring.
The study conducted by Kim et al further investigated whether this technology exists as a viable option for retinal disease screening and monitoring. They focused on a technology called CellScope Retina, whose automation and stability features deemed it promising in a real-life setting. The researchers chose this particular technology because they hypothesized that it would have the best ability to be used in long-distance monitoring of retinal disorders.

CellScope Retina is comprised of a cell phone and 3-d printed plastic casing that includes lights, filters, and lenses. The lights housed inside the plastic casing allow a high-quality image to be captured using the smartphone’s camera in a dimmed down room. LED light travels through a series of filters that optimizes the light to reduce glare on the photos. A lens captures the image and transmits it to the cell phone’s camera. The cell phone application that runs the CellScope Retina device was developed to reduce user errors such as lack of focus or overexposure of light by allowing the user to preview the scan and adjust settings before entering the capturing mode. Once the user is ready to capture, a button is pressed, and 5 images are taken of the retina. These photos are stitched together by the application to create a wide view of the retina. The image can then be uploaded by the smartphone to an online cloud database and securely shared.

The researchers for this study chose subjects from the University of Michigan Kellogg Eye Center Retina Clinic. This clinic was chosen due to the statistically proven high prevalence of observable retinal abnormalities. The first group of participants (group #1) were chosen from patients at or above age 18 with diagnosed diabetes. The reason behind choosing this group was to test the usefulness of the CellScope Retina on routine DR screenings. Another group (group #2) was chosen from patients with present retinal abnormalities, as detected during a routine exam at the clinic. The reason behind choosing this group was to test the usefulness of the CellScope Retina on other retinal abnormalities. 71 test subjects (142 eyes) were chosen for the study. 45 subjects were male and 26 were female. The mean age of the subjects was 56.7 years old.

In order to test the new technology vs. the old, all patients participating in the study received an industry standard screening using top of the line retinal imaging technology in addition to a screening using CellScope Retina. In order to test the effects of experience levels on the scan quality, The CellScope Retina scans were taken by inexperienced operators, a medical student and a medical intern. The industry standard screening was performed by experienced operators, technicians at the clinic, as any typical screening would be. This was done because the researchers wanted to determine whether inexperienced operators can produce scans that rival those done in a typical clinic.

Once recorded, the quality of all of the scans were evaluated by 2 Ophthalmologists based on a grading scale of excellent, fair, acceptable, or not gradable. Throughout this process, patient information was hidden from the graders. The scans from group 1 were also graded and given a diagnosis of DR or no DR, and in cases with DR, the severity was graded. The scans from group #2 were given a diagnosis based on the presence of a retinal abnormality. The researchers determined the effectiveness of the CellScope Retina scans in comparison with industry standard scans by comparing the graded scans for both methods and
seeing if the diagnoses agreed. All patients were also asked to rate the comfortability of undergoing the CellScope Retina scans as comfortable, bearable, or uncomfortable as compared with the industry standard technology.

Due to early discharges from the clinic or other complications, only 121 eyes were scanned using CellScope Retina out of the planned 142. Out of 121 scans that were graded on quality, 21 were graded “excellent” and 98 were graded “acceptable.” When comparing the diagnosis of DR severity given based off of the CellScope Retina scans compared to that of the clinical examination, there was significant agreement in 88.9% of eyes for grader #1 and 81.5% for grader #2. In regard to comfortability, only 1.1% of patients tested reported the LED light flashes that CellScope Retina emits to be “uncomfortable.”

Based on these results, the researchers concluded that there is much feasibility in using cell phone-based technology for remote monitoring of retinal diseases, including DR. By allowing the images to be taken by a medical intern and student rather than trained professionals, they demonstrated that CellScope Retina produces scans that meet the industry sensitivity criteria for use in DR diagnosis even without ideal conditions. They were able to prove that the CellScope Retina is easier on patients as well. They state that though there is more testing to be done in determining the ease of use of the technology, it provides great hope that remote care can be implemented as an easy, cost-effective means of monitoring vision-threatening retinal disease.

Can the average person really be trained to run an Ophthalmologic instrument? It seems to be a promising idea but is unclear in light of the study. The test distributors chosen for the study by Kim et. al were not trained professionals, but they were an intern and a student of medicine which provides them with knowledge extensive from what the average person would possess. The user-friendly interface would make it easy to preview the scans before taking them, but an untrained eye would likely not know what to look for in a “quality” scan.

The results of this study point to the fact that the new technology could be very useful in providing bedside care to patients who are disabled or unable to be seen in a regular clinic. However, the study does not provide enough evidence to deem the technology effective enough to replace the need for trained technicians. It could prove dangerous if a low-quality scan was used for diagnosis and a major retinal complication was missed. Trained professionals are keen on what is an acceptable, good quality scan to be used for diagnosis.

The researchers state that the CellScope Retina lends a cost-effective hand, but there is no actual evidence in the study that proves that claim true. The instrument is largely comprised of 3-D printed parts, which could make them accessible since they wouldn’t have to be commissioned through a company. The cellular technology that the device was based around is very affordable, which also reduces the overall cost. The researchers are most likely correct in their analysis that the technology could be very affordable, especially for those who struggle to pay for the annual DR work ups which are very expensive (especially for those without insurance coverage). However, the clinicians doing the diagnosis using the remotely-taken images would also need to be compensated for their time, which would
add to the cost. More proof needs to be given in order to make such a claim.

In order to further affirm the strengths and weaknesses of Cell-Scope Retina, another study would need to be performed in which friends and family members of the patient recorded the scans. The scans would need to be used for diagnosis and compared to scans taken by trained professionals using industry-standard technology. The subjects should be more random than those used in the study, possibly a random sampling of patients from a non-specialized Ophthalmologic clinic. Both sets of scans should be diagnosed by blind-graders (as was done in this study) and the diagnoses should be compared and evaluated based on similar criteria to that of what was used in this study.

The Mystery of the Molecular Clock

By Ryan Reynolds

Many researchers believe the molecular clock can be calibrated using metabolic rate—a notion Dr. Robert Lanfear believes he has thoroughly discredited.

By analyzing the amount of evolutionary divergence between two homologous genes, biologists can infer approximately how much time has passed since their divergence. This can be used to date many types of evolutionary events, most frequently speciation. Despite its great utility, this technique is notorious for its wide margin of error. As such, many researchers aim to find a way to accurately predict rates of molecular evolution and make the clock more reliable. One popular hypothesis holds that high metabolic rates correspond to rapid evolution. To test this notion, Dr. Robert Lanfear of the Australian National University and colleagues collected data on the metabolic and microevolutionary rates of more than 300 animals, but they found no significant correlation between the two.¹

The molecular clock is one of the most powerful tools in the arsenal of evolutionary biology. It is based upon the premise that genetic changes occur at a somewhat predictable rate, so the greater the difference between homologous genes, the more time has passed since their speciation or duplication event. The advent of fast and affordable genetic sequencing has made this computation easier and more precise. In particular, the molecular clock can be used in situations where fossil evidence is unavailable, either because the relevant alleles do not affect macroscopically observable traits, or not enough fossils have been found. Many phylogenetic relationships have been revised based upon recent findings.

Unfortunately, the picture is complicated by wide variance in mutation rates, contributing to great uncertainty in the estimates of time passed. This variation was observed early on and is well documented, but scientists have yet to find a clear explanation for what causes it. Among the possible contributing factors that have been suggested are selective pressure and body size. Selection could augment any mutation rate, whether sequence conservation or diversity was required, but it is not immediately obvious why many parts of the genome would be subject to such effects.

Many studies have observed that smaller animals tend to have greater substitution rates, to the extent that this trend is largely accepted. One explanation is the generation time hypothesis: smaller animals tend to go through more generations in a given time span, so more mutations can accumulate. Others have suggested metabolic rate as the primary cause. It is known that rapid metabolism would result in greater production of intracellular oxygen radicals that can damage DNA; the assumption is that this radical production will lead to more heritable mutations. While some studies have noted a correlation between metabolic rate and molecular evolution, most of them had smaller sample sizes than others that noted no such trend. Is it possible that the observation was entirely spurious?

Lanfear’s group took extra precautions to avoid the shortcomings of previous studies. They compared 12 different genes, including some coding for both RNA and proteins found in both the nuclear and mitochondrial
News & Views

genomes. The species examined comprised a wide variety of animals, including a large number of invertebrates. Totaling more than 300 species, this allowed for generous sample sizes. Although this wide comparison was sufficient to ensure that its conclusions were applicable throughout the metazoa, they did not attempt to test members of other kingdoms.

This study compared pairs of closely related species. In each case, information on the metabolic rate and body size of each species was collected from the literature, as well as available genetic sequences. The authors calculated the “branch length” for each species, which is how much it has diverged from the pair’s common ancestor (based partly on comparison to outgroups). It is assumed that the longer branch length corresponds to the faster rate of molecular evolution. These data were utilized in sign tests that ignored magnitude and looked only at direction: did the population that had been evolving faster also have a greater metabolic rate or a smaller body? This test allowed for a comprehensive comparison without the need to determine how long the pair had been diverging. A second set of tests compared this distribution with what would be expected for constant or varying substitution rates, and linear regressions were calculated comparing the different variables.

In spite of the battery of tests performed, not one iota of direct evidence was found for a correlation between metabolic and substitution rates. As expected, they did see plentiful variation in evolutionary rate, as well as a trend between that and body size—in mammals. They also found evidence of a significant effect in some genes when using a proxy of metabolic rate. This variable was a predictor of metabolic rate based upon size and environmental temperature that had been used in previous studies.

Lanfeardevotes a significant portion of his article to criticism of the metabolic rate hypothesis, in an attempt to explain its observed insufficiency. He notes that metabolic rate is not the only significant factor in the production of oxygen radicals; differing efficiency could drastically alter it. He also points out that radicals tend to be short-lived, so those produced in mitochondria would not be able to reach the nuclear genome. If this were the main reason, however, we would expect to still see a correlation in the mitochondrial genes. We do not, so there must be more to the story.

Another proposition is that mitochondria in germ cells could be less active than those found elsewhere. If this were the case, metabolic rate may indeed correspond with mutation, but not the sort that would be passed on. It is also known that efficiency of genome repair varies between organisms, which could severely obfuscate any mutation trend that may have developed. Improving DNA repair is one way natural selection could slow down the molecular clock. Additionally, there is the possibility of adaptive substitution resulting in increased rate.

Assuming all the statistical tests were performed correctly, this study indeed strikes a hefty blow to the metabolic rate hypothesis. Even if there is a relationship, it is too heavily obscured to be used for calibration of the molecular clock. That much has been amply demonstrated, but there is still plenty about the situation that is unclear.

It seems particularly difficult to decouple the many variables involved in molecular evolution. If metabolic rate and generation time are related, then how can we be certain which one is responsible for an observed trend? Lanfear believes that other
experimenters found positive results with metabolic rate as a side-product of body size, but why wasn’t this effect seen in his analysis? Why did they find positive results with the metabolic rate proxy?

It is regretful that the bulk of data on molecular evolution is limited to the animal kingdom. One wonders if the same principles could be applied to plant or bacterial genomes. Microbes could be particularly useful, as their rapid reproduction might allow for measurable amounts of molecular evolution over the span of an extensive research project. This would allow for investigation of substitution rates in a controlled environment. There would certainly be a few differences in such a system; the direct contact of bacterial cells with the surroundings likely raises the significance of environmental factors. Also, the effects of the separate germ cell line present in most animal species would not influence it.

This writer, for one, expects selection to win out as the dominant factor in varying rates of molecular evolution. It is already well established that some genes, such as those for immunity and smell, are under pressure for diversity and therefore mutation. Most of the genes in this study are essential for cellular function, so they would likely be under conservative pressure, if anything. One way to eliminate this complication is to only consider substitutions that have no functional significance. This would unfortunately not eliminate the effects of differing molecular repair rates. If correct, it will be quite difficult to attempt to predict which lineages would have stronger pressures. Perhaps certain survival and reproductive strategies, such as K and R selection, will be found to determine their significance. In any case, the complexity of biological systems and sheer number of factors that might affect substitution rates would seem to indicate that it will take some time and clever experiment before a clear picture comes into view.
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Coffee: Four Cups a Day Keeps Breast Cancer Away?
By Catherine Nezich

Many Americans consume more than one cup of coffee or tea each day. There is new evidence that these beverages may reduce the risk of benign breast disease for premenopausal women.

From college students to doctors, coffee and tea are frequently consumed for their stimulatory effects. These beverages are complex mixtures of active biochemical compounds, such as caffeine and polyphenols, which scientists have begun to associate with cancer. Many studies have analyzed the effects of caffeine on the development of benign breast disease (BBD), a risk factor for breast cancer, but results are limited and contradictory. Black tea polyphenols have been recently linked to the prevention of various cancers, but its link to breast disease has not been directly studied. This is why Baker et al. investigated whether there was a relationship between breast cancer risk and the consumption of regular coffee, decaffeinated coffee, and black tea. Because these beverages are consumed so habitually worldwide, their findings give new hope for effective prevention of BBD in premenopausal women.

Breast cancer is one of the most frequently diagnosed cancers in women. Supposed variables that affect BBD risk, such as family history, number of menstrual cycles, and age, now include caffeine and polyphenols, such as phytoestrogens and flavonoids. Previously, it has been shown that some women eliminated their BBD by limiting the intake of methylxanthines, which include caffeine. Yet, a later study suggests that tumor growth was hindered in some women who had a higher intake of caffeine than others. These contradicting conclusions are also expressed in past studies that researched correlations between beverage consumption and risk of breast disease. It has been suggested that women who drink less than two cups of coffee a day have a higher risk of breast cancer, while black tea may exert an inhibitory effect on breast cancer cells. However, all of these previous studies have one thing in common; they did not differentiate between premenopausal and postmenopausal status. Menopausal status corresponds to different levels of estrogen in the body, which has been shown to affect the risk of breast disease. Thus, the inconsistent results may be masking an important distinction in outcome.

Baker and colleagues conducted a hospital-based, case-control study of individuals who received medical attention at Roswell Park Cancer Institute (RCPI), a large regional cancer treatment center, between 1982 and 1998. In their study, they interviewed a case group of 1932 women (98% Caucasian) who had been diagnosed with invasive breast cancer within a median time of 19 days of participation. The control group included 1895 women, again mostly Caucasian, who had gone to RCPI with a suspicion of breast neoplasms, but had not been diagnosed for such. All participants answered a Patient Epidemiology Data System (PEDS) questionnaire that collected information regarding menopausal status, reproductive experiences, demographic background, occupational and environmental exposures, medical and family history, and other lifestyle factors.
such as diet and daily consumption of regular coffee, decaffeinated coffee, and black tea. Trend tests and regression analyses took into account several variables, including residence inside or outside of western New York, menopausal status, and age at birth of first child.

The study found that breast cancer risk was 40% lower in premenopausal women who consumed four or more cups of regular coffee per day. However, this protective effect was not seen in premenopausal women who drank decaffeinated coffee or black tea. The study also did not find any association between consumption of any of the three beverages with breast cancer risk among postmenopausal women.

Baker et al. also searched for a connection between coffee, decaffeinated coffee, or black tea and either of two histologic subtypes of breast cancer: ductal and lobular. There were 46 cases of premenopausal women with lobular carcinoma who experienced an increased risk of lobular breast cancer by consuming one cup or less of coffee per day. Furthermore, this study reports a tentative observation that by drinking any amount of black tea, these same 46 women experienced a reduction in lobular risk.

Baker and colleagues systematically and meticulously generated revealing statistics and trends. They considered different effect modifiers for each beverage because each one presents a different exposure to a person. If they calculated a factor to significantly affect breast cancer risk for a beverage, that factor was then included in the final trend analysis. They even considered consumption of the other two beverages for each drink. Most importantly, unlike any other previous study, Baker et al. stratified their data via menopausal status. In short, this study is legitimate and offers sound statistics and conclusions that should be followed up with a similar study to test their replication.

This current study was strengthened by its large sample size, which allowed a good comparison between pre- and postmenopausal women. However, because the research had a case-study design, it is probable that some selection bias may have occurred in order to compose a group of patients specifically treated at RPCI. Also, this group probably did not represent the general population of women in the nation with or without breast cancer. Yet, their self-reported daily consumption of coffee or tea is probably representative since these drinks are either consumed regularly or not at all.

A major problem with studies such as this one is that “benign breast disease” is actually a broad category of nonneoplastic breast cancer subtypes. There are three main subtypes: nonproliferative, proliferative without atypia, and atypical hyperplasia. As Baker et al. recorded an increase in lobular breast cancer risk with consumption of black tea in a subsample of 46 cases, another recent study revealed that coffee consumption significantly increased the incidence of only atypical hyperplasia in a small group of women. These findings indicate that certain effects of caffeine and polyphenols may be limited to certain histological types. Past research has not considered this aspect directly, but the study by Baker et al. warrants the increased consideration of this variable in future research.

BBD is a condition that implicates many complex factors in its risk analysis. The methodology of Baker et al. accounted
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for several of these confounding variables extremely well, providing reliable statistics. However, future research calls for a study that composes the case and control groups randomly from the general population rather than from a specific hospital. The “general population” should also include an equal number of women from several different racial backgrounds, rather than being composed of mostly Caucasian women, as in this study.

The next step is to examine the association of beverage consumption with women who have different histological types of breast cancer. It would also be interesting to investigate whether other widely consumed caffeine-containing beverages, such as Coca-Cola, have any effect on breast disease. New questions must be asked, such as: Does caffeine or polyphenols alone affect BBD, or is it their combination that produces the effects observed in this study? Scientists need to unearth the mechanisms of the benefits from coffee and tea. Yet, maybe other studies need to focus more on the women’s diets: Do coffee drinkers eat healthier than non-coffee or tea drinkers? Do coffee drinkers get more regular check-ups? If this research is pursued, the future may hold personal treatments for women with different subtypes of breast cancer, utilizing compounds that most people are exposed to daily.
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Breast Cancer & Pregnancy: Is Race A Factor?
By Erica Richards

Many studies have revealed that reproductive factors such as the number of pregnancies a woman has and whether or not she breastfeeds affect how likely she is to develop breast cancer, but few have investigated how race could impact risk.

African American women have the highest death rate for breast cancer in women under 70. In light of this statistic, it would seem that studies of breast cancer would involve large numbers of African American women. But in fact, the opposite is true.

Past studies of the relationship between reproductive factors and risk of breast cancer have been conducted primarily with white women, and these factors were highly indicative of how likely a woman was to develop a tumor. But studies involving African American women have been limited. Studies that were done seemed to indicate that number of pregnancies and age at first pregnancy had the same impact on all women, regardless of race, but that the effects of breastfeeding may differ. So how much does race really affect breast cancer, and why are African American women more likely to die from it? By conducting a study that involved both white and African American women, as well as women of different age groups, Ursin and colleagues came to the conclusion that risk of breast cancer decreased significantly with each pregnancy in all age and race categories, but since African American women were less likely to breastfeed and usually breastfed for a shorter time period than white women did, they were less likely to benefit from the decreased risk of breast cancer that breastfeeding provided.

Scientists believe that women who have one or more complete pregnancies have a lower risk of breast cancer because of the dramatic hormonal changes pregnancy causes in the body, and especially in the mammary glands. It has also been shown that the more menstrual cycles a woman has in her lifetime, the more likely she is to develop breast cancer, because breast cancer risk is associated with lifetime exposure to estrogen. The number of times a woman is pregnant, and the length of time she breastfeeds after each pregnancy, will affect the number of menstrual cycles she has during her lifetime and therefore her risk of developing breast cancer. Other factors that may also lower risk because of decreased number of periods are late menarche (age at first period) and early menopause.

In their study, Ursin et al. interviewed a case group of 4,567 women (2,950 white and 1,617 African American) who had been recently diagnosed with invasive breast cancer, as well as a control group who had never been diagnosed with cancer. They collected information about reproductive history, medical history, family history of cancer, and other lifestyle factors such
as smoking, alcohol use and exercise, up to the date of the cancer diagnosis. The reproductive factors that were considered were whether a woman had ever been pregnant (gravidity), whether she had ever had a full-term pregnancy (parity), number of pregnancies and full-term pregnancies, and years since last full-term pregnancy. Other factors that were considered included whether a woman breastfed and the duration of breastfeeding. Odds ratios (ORs) were calculated based on responses, and data was analyzed separately for women older than 50 since risk factors appear to have greater affects in older women, possibly as a result of the onset of menopause.

The study found that, compared with women who had never been pregnant, young white women who had a full-term pregnancy had a 28% reduction in breast cancer OR, and older white women had a 23% reduction. The corresponding values for African American women were 10% and 11%. However, the study also found that the decrease in risk per pregnancy was virtually identical across racial groups. And as number of pregnancies increased, a woman’s risk continued to decrease in all age and racial groups. But late age at first birth was associated with an increased risk for breast cancer in white women only.

In addition to studying how pregnancies affected the women, the study also found that the protective effect associated with breastfeeding was greater in women who had given birth within the past five years. If they had breastfed for over 21 months, these women had a breast cancer risk decrease of 62%. Lactation may reduce the probability of developing breast cancer because it postpones the resumption of normal menstrual cycles after pregnancy. This study also found that on average, white women breastfed twice as long as their African American counterparts, and this may be an explanation for the decreased breast cancer incidence rates among young white women.

Finally, the study also found that older African American women had more children than older white women, as well as a decreased occurrence of breast cancer, but younger African American women were more at risk than younger white women. Ursin and colleagues concluded that if having a large number of children was a factor in lowering the occurrence of breast cancer in the older women, there may be an increase in breast cancer in older African American women over time since younger African American women had fewer pregnancies and also breastfed for shorter periods of time. They recommended that breastfeeding for a longer duration should be encouraged, especially among young African American women.

Overall, the study only found slight differences between the two races. But it was one of very few that actually involved a large number of African American women and compared them with white women, so it may pave the way for more studies involving different races and how pregnancy and lactation affect the risk of developing breast cancer.

While this study and others speculate on why pregnancy and lactation help lower the risk of breast cancer...
News and Views

Cancer, the specific reason has not yet been pinpointed. And even though it is widely known that having more pregnancies and breastfeeding help protect against breast cancer, many women do not have the option of having many children or even breastfeeding for a long period of time. The good news is that this study finally showed that there is little difference between the two races regarding how much pregnancy and lactation can help prevent breast cancer, and it could help African American women lower their risk by breastfeeding for a longer period of time. But more studies need to be done to find the exact reason for the decrease in risk, and that may lead to a better understanding of treatment and prevention of breast cancer.
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Chocolate: From candy to skin care

Megan Hoban

For years women have been searching for good excuses to eat pounds upon pounds of chocolate guilt-free. Well, it seems that scientists have finally found a legitimate excuse to do just that – chocolate can protect women’s skin. There is new evidence that a special chemical that is prevalent in chocolate can help improve skin condition in women, which just might revolutionize the way people think about skin care.

Scientists, as well as the cosmetics industry, have long been searching for ways to protect and improve skin condition. More recently, the two have been specifically interested in the damaging effects of the sun on skin and overall health and its prevention. Previous studies have shown that skin protection from the sun (or photoprotection), through topical and dietary approaches, is both effective and readily available. Yet it is the dietary approach that continues to intrigue many as it may be a simpler, more effective answer to sunburn and skin damage from UV rays. This is why in the current study, Heinrich and associates investigated the effectiveness of special chemicals found in cocoa (called flavonols) and their ability to protect women’s skin from harmful UV rays as well as improve overall skin condition.

Skin care has become one of the nation’s top industries as today’s women constantly fuss over wrinkles, loose skin, sunspots, roughness, pale complexion, and much more. They are willing to try cream after cream or poisonous injection after poisonous injection in an attempt to look younger and healthier. Society demands smooth, healthy, tan skin for a woman to be beautiful and yet provides only a few, expensive ways to obtain that high standard. Sunlight is the main cause of most undesirable skin conditions and is the reason scientists have been investigating ways to combat the sun’s damaging effects. It has long been known that micronutrients and vitamins provide effective systemic and topical photoprotection, including such nutrients as Vitamin C, carotenoids, tocopherol, and Vitamin E. These not only help prevent sunburn (or, as it is known in the scientific world, UV-induced erythema) but also act as good antioxidants to prevent the photodegradation of lipids, proteins, and DNA within the body and thus prevent erythema, early aging, photodermatosis, and even skin cancer. In addition, these nutrients have the ability to interfere with signaling between cells in the UV-dependent responses of tissues to protect against damage.

The nutrients studied by Heinrich et al. are flavonoids, which are present in many common fruits and vegetables and have chemical properties similar to those stated above of Vitamin C, carotenoids, tocopherol, and Vitamin E. Therefore, flavonoids are also good antioxidants, which accounts for the antioxidant efficiency of many fruits and vegetables. Yet not only do flavonoids benefit the body as antioxidants, they can also
regulate enzyme activity, effect anti-inflammatory pathways, and influence cell division. It is here that the chocolate aspect of the current study comes into play; for flavonoids are also abundant in tea, red wine, and of course, cocoa.

In numerous past studies, flavonoids (known similarly as flavonols) have proven to be beneficial in decreasing harmful UV effects on the skin. Tea flavonols, when consumed orally or applied topically, have shown in animal studies to reduce skin damage, erythema, and lipid peroxidation. Similar results have been found when green tea polyphenols, a class of micronutrients under which flavonoids fall, were applied to human skin, including a decrease in sunburn cells and the protection of epidermal cells from UV damage. These previous findings make Heinrich et al’s suggestion that repetitive intake of a flavonol-rich cocoa product will reduce skin sensitivity to UV exposure, improve skin structure, and refine skin texture a reasonable one.

In the current study, Heinrich et al examined 24 females between the ages of 18 and 65 years who were in good health, were not pregnant, and did not smoke, sunbathe, breast-feed, or consume medication that would effect the outcome of the study. These 24 women were randomly distributed into two groups under double blind conditions – a high flavonol group (HF) and a low flavonol group (LF). The women in both groups were required to consume a cocoa drink every morning at breakfast with the HF group consuming about ten times more flavonols. The study lasted 12 weeks and skin condition, including sensitivity to UV irradiation, cutaneous blood flow, hemoglobin concentrations, skin structure and texture, skin hydration, and transepidermal waters loss was monitored and analyzed at 0 weeks, 6 weeks, and finally 12 weeks. By monitoring all aspects of skin condition, Heinrich et al. was able to establish a solid basis upon which to test their hypothesis.

Upon completion of the study, Heinrich et al. found that the HF group did indeed provide improvement in all tested aspects of skin condition. Testing sensitivity to UV irradiation found that, when compared to initial tests, the reddening of skin 24 hours after UV exposure was nearly 25% less in the HF group while there was no change in the LF group, showing that flavonol in the diet can help protect against sunburn. In addition, cutaneous and subcutaneous blood flow increased significantly in the HF group while it again did not change in the LF group. The study found that hemoglobin concentrations did not change in either group, but did not note this as being significant. It is the skin structure and texture that showed the most interesting results as the women in the HF group showed increases in skin density, thickness, and hydration, while they showed a decrease in roughness, scaling, and transepidermal water loss. It is believed that this improvement in skin condition is seen because of the increase in blood flow as blood flow contributes significantly to skin appearance. While all of these changed after the 12 week duration in the HF group, the LF group showed no change in any of the factors, again showing that flavonols have a significant, positive effect on skin condition in women.
This new information has the potential to drastically change how women care for their skin. Yet perhaps the risks of this new treatment do not outweigh the benefits of healthy skin. The study does not consider the possible side effects of consuming such a large amount of cocoa on a daily basis: in order to match the amount of total flavonols present in the HF beverage, one would have to consume 100 grams of dark chocolate—naturally not a healthy daily eating habit. So how could the flavonols be administered so as not to cause women more harm than good? Perhaps a supplement or pill of some form would be an efficient way to administer the nutrients, but this would again take away from the ease of sun protection which Heinrich et al. was attempting to establish. In addition, is this only beneficial for women? What about men? Can this be administered to the entire population to protect everyone? Is there a low-cost answer—supplementing everyday food with extra amounts of flavonols to provide this to everyone?

So with this new knowledge, the next task is to find a way to provide this protection to women easily, inexpensively, and efficiently. This data could lead to a whole new way of protecting against the sun and improving skin care. Yes, sunscreen is a sure answer in skin protection from sunburn and damage, but people tend to use sunscreen only when going to the beach, and that certainly is not the only time they come into contact with UV rays. This new information offers people a way to protect their skin from the everyday stresses of the sun that are not protected against through the use of sunscreen. In addition, this can provide women with a great way of preventing aging and protecting their skin from damage while improving its overall health and beauty. The solution is easy and best of all, it tastes good. Yet above all of these beneficial aspects of flavonols, the most intriguing is that it may have a noteworthy effect on the fight against skin cancer. Could this be the answer to preventing UV-induced skin cancer? Further studies would have to be done to prove whether this could be true, but Heinrich et al. has certainly taken the first steps in that process.
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SIDS on the Mind
By Bridget Howard

Sudden Infant Death Syndrome raises questions with every death. Dr. David S. Paterson, lead author of a recent study, may have found an answer.

Sudden Infant Death Syndrome (SIDS) is the leading cause of death in the United States for infants. The reasons behind SIDS remain unknown, but Dr. Paterson and his fellow researchers have found a new direction for research. The authors have confirmed the hypothesized differences in SIDS victims’ brain chemistry, and have proposed a new model to predict just when SIDS will occur. The 5-HT system of the brain was abnormal in SIDS cases. This difference, a probable cause of SIDS, is one part of the proposed triple-risk model. Future research now can focus on discovering this difference in a living infant, so parents can know if their child is at risk.

Advice to new parents has changed radically in just three decades. In the 1970s, it was recommended that all babies sleep on their stomachs. In the 1980s, parents were told that babies should sleep on their sides. Now, the American Academy of Pediatrics recommends that all infants less than six months old sleep on their backs to prevent SIDS. The little-understood syndrome has been a source of shame and grief for generations, as blame is often given to parents. There are no full explanations to give parents. Wives’ tales still recommend countless ways to prevent a cause of death that science has yet to understand.

Previous studies showed a connection between abnormal function in the medulla’s neurotransmitters and SIDS. The medulla’s serotonergic system is a part of the brain thought to control such vital functions as heart rate and breathing. The medulla also is believed by researchers to control protective instincts such as arousal from sleep when there is not enough oxygen. Babies with SIDS were shown to have abnormalities in this section of the brain.

The presence of other risk factors, such as the baby sleeping on his stomach or sharing a bed with parents and being less than six months old, could cause SIDS when present with the brain irregularities. The authors tested this hypothesis when they began a new study to draw more definite conclusions.

Paterson et al. hypothesized that 5-HT dysfunction would be observed in the medullae of infants that had died from SIDS. To test this, they obtained from the San Diego Medical Examiner’s Office the frozen medullae of infants that had died from SIDS and from other acute causes. No cause of death was under investigation. The infants that had died from non-SIDS causes were studied as a control group. In all samples, the medullary 5-hydroxytryptamine (5-HT) system, better known as the serotonin system, was examined. Examiners testing samples were unaware of the cause of the infant’s death. The study gathered data on the 5-HT neuron count and density, 5-HT1A receptor binding density, and 5-HT transporter binding density.
The data was found using several tests. The number and density of 5-HT neurons was found using immunocytochemical testing. This complicated method of staining solutions and then using a computer to calculate the count and density was made more accurate by the use of two trials. The mean was used for statistical analysis. 5-HT$_{1A}$ receptor and 5-HTT binding densities were found through another long process used to gather data from produced digital autoradiographic images. DNA isolated from brain tissue was prepared using standard methods. The resulting DNA bands were identified under UV light, and the genotype was determined.

Data about conditions such as sleeping position at the time of death was also collected and sorted into risk factors. This data analyzed for a correlation with brain abnormalities. Risk factors included birth position, minor illness within one week of death, and age. $t$ tests were used to compare data. In all analyses, $P < .05$ was considered significant. The probability of finding their results by chance was always less than one in twenty.

SIDS cases had a higher 5-HT neuron count and density, proved significant with a $t$ test. 5-HT$_{1A}$ density was lower in SIDS cases. The ratio of 5-HTT binding density to 5-HT neuron count was lower in SIDS cases. Male SIDS cases had lower 5-HT$_{1A}$ binding density. No association was found between the brain abnormalities and other risk factors.

The study showed through these results that there is a connection between medullary 5-HT pathology and SIDS. The abnormalities potentially make the 5-HT system of the medulla have abnormal 5-HT neuron firing, synthesis, release, and clearance. Based on data collected, Paterson et al. developed a triple-risk model of SIDS and its occurrence.

The triple-risk model proposed suggests that sudden death results when three factors affect the infant at the same time. The abnormal composition of the brain gives the infant an underlying vulnerability, the first part of the model. The second part is an environmental or physical stressor, such as sharing a bed with parents or the infant sleeping on his belly or side. The third risk is the age of the infant; infants in the critical developmental period, the first six months of postnatal life, are at the greatest risk for SIDS.

The conclusions of the target article are sound. The authors have found the beginning of the solution to a problem. Their hypotheses are based on implications from previous research, and they accepted no hypotheses not supported by numbers and statistical value. Their methods are all supported by previous example and research, and are far too much like brain surgery for this author to criticize some part of the procedure. The next step, however, goes farther than simply confirming that errors in serotonin transmission are a cause of SIDS.

Finding the cause of SIDS is not the sole aspiration of such research. Finding the cause would explain much about the disease, but the important next step is to develop a test that can be performed on living baby. The results of this test could give parents information...
they need. A baby known to be susceptible to SIDS would require more careful attention. Parents could work closely with doctors to know why their baby should sleep on his back. Knowing the cause is only a part of the goal. Saving just one family, infant from death and parents from grief, will make all research worth the years of work.
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Beyond Beauty: Can Botox® End Migraine Pain?
By Edita Klimyte

Botox® has become a household name for its effects on facial wrinkles. Now it stands to take on a new role in preventing pain caused by migraine headaches. Recently researchers investigate the mechanisms behind migraines and what Botox could do for those who suffer.

Migraine headaches are a recurring pain endured by millions of Americans. Currently we do not have an effective, preventative therapy. Recently, researchers experimenting with Botulinum Toxin type A (BoNT-A), the same toxin that is used in the cosmetic Botox, demonstrated that there might be hope for a more efficient way of treating this common, and often severe, pain.

Migraine has been a recent target of medical investigation because of its effect on the quality of life, the limited efficacy of current treatments, and the huge number of people the disorder affects. Migraine pain is caused by pain receptors in the muscle known technically as cutaneous nociceptors that activate peripheral sensitization, which in turn activates central sensitization, creating the perception of pain. BoNT-A, the toxin produced by the bacterium Clostridium botulinum, was first observed to prevent this pain when patients were treated with Botox for cosmetic purposes, i.e. facial wrinkles, and reported the beneficial results. While research has been done since this initial discovery, in conditions such as low back pain, neoropathic pain, and even migraine, how BoNT-A works to reduce pain remains unexplored. In addition, previous research concentrated on animal models, and the few experimental studies on humans failed to demonstrate significant effect of BoNT-A on pain.

So can Botox really help prevent the pain that is associated with migraine headaches? In their experimental study, Gazerania et al. injected the treatment group with Botox and recorded the pain, flare, and secondary hyperalgesia (pain sensitivity that occurs in surrounding undamaged tissues) that each subject experienced after creating a physiological pain stimulus with an injection of capsaicin, a pain-inducing chemical found in peppers. The researchers hypothesized that BoNT-A suppresses the release of neoropeptides from peripheral nociceptive nerve endings and reduces the capsaicin-induced sensory reactions; simply put, they predicted that Botox injections would prevent the subject from experiencing the pain that he usually would from future migraines. The results showed that the subjects that received the Botox injections had significantly reduced pain, flare, and secondary hyperalgesia after capsaicin inoculation.

In their experiment, Gazerania et al. treated thirty-two healthy male volunteers randomly with either BoNT-A or saline injections in four regions of the face. In subsequent visits, one, four, and eight weeks after the treatment, the subjects were injected with capsaicin in the forehead. Specific responses, including pain intensity (measured using a conventional pain-intensity scale), visible flare, surface skin temperature, blood flow, secondary hyperalgesia, and
the pressure pain threshold (all measured using standard equipment), were observed and recorded before the capsaicin injections and at different intervals afterwards. To establish a reference, these were all also measured at a baseline visit before the Botox or saline injection.

The results of the experiment supported the researchers’ hypothesis. The mean pain intensity area was larger in the saline group than in the BoNT-A group by about 60%. The visible flare area was also bigger in the saline group by about 33%. The differences in both of these responses were found to be statistically different. Also, the assessment of surface skin temperature revealed similar results; the mean temperature rise in the saline group was nearly twice as high as in the BoNT-A group. In addition, a significant suppressive effect of BoNT-A was observed on the increase in facial blood flow and secondary hyperalgesia, by about 35% and 60% respectively. Lastly, the pressure pain threshold revealed that the capsaicin made all of the subjects more sensitive to pain, but less so in the BoNT-A group. The positive effects of BoNT-A seemed to wane, however, over the course of the eight weeks.

The design of the experiment seemed to be foolproof, as long as the assumptions that were taken are true. The experiment was placebo-controlled, double blind, and randomized; the subjects of the experiment were randomly selected to either receive the treatment, an injection of BoNT-A, or the placebo, an injection of saline. Neither the subjects nor the injection administrators knew which treatment the subject was receiving; the saline treatments were disguised in BoNT-A vials. This removed the possibility of skewed results from a placebo effect or researcher bias. The statistical tests were relevant, and as long as they were done accurately, raised no red flags.

Certain key assumptions taken by the researchers troubled me, since it was not made clear whether these are known facts. Firstly, it is important that the capsaicin-evoked sensitization is the same as that which results from migraine pain; otherwise, there is no connection from the model in the experiment to the real condition. As long as the physiological response is the same to both stimulants, as is implied by the fact that they both involve the trigeminovascular system, this does not jeopardize the validity of the study.

Secondly, most of the physical responses measured by the researchers, such as the visible flare and blood flow, were recorded specifically five minutes after the capsaicin injection, which is based on the assumption that it is the best time to read the response. This is a large assumption that required some explanation behind its reasoning. Is five minutes enough time for the body to respond to the injection? This postulation is not nearly as important as the first since the researchers did end up finding a significant difference in reactions at the five-minute mark; it would have been a more controversial assumption if no difference would have been measured. I still think, however, that this is something that deserves attention. It should be indicated whether this is the peak of the body’s reaction to the capsaicin so the reader can be sure that the point of maximum difference was measured.
Finally, a large sample size is important in an experiment to get an average that is very close to representing the true population; in their experiment, Gazerania and his colleagues had only 32 subjects. They were also all males. While I am unsure what impact this had on the results, if any, it is troubling to me because this is obviously not representing the true population. According to numerous studies, women are even more affected than men by this condition, and the researchers should have included female subjects to see if BoNT-A has an effect on their pain as well. Thus, to improve on this experiment the sample size should be increased and also should be an equal mix of males and females.

The researchers initially predicted that BoNT-A reduces central sensitization by inhibiting peripheral sensitization of nociceptive fibers. This hypothesis was tested by an injection of BoNT-A on an experimental human model of trigeminal sensitization induced by capsaicin injection to the forehead. The results supported their hypothesis; the treatment group, which received the Botox injection, had a significantly less severe reaction to the capsaicin than the group that received the saline.

More than 28 million Americans — three times more women than men — suffer from migraine headaches, a type of headache that is often severe. Currently, only over-the-counter pain medications are available to treat this neurological disorder, but they are effective after the migraine has set in and often have disagreeable side effects. The study done by Gazerania et al. showed that Botox has potential to prevent migraine headaches; since none of the subjects reported any side effects from the injections, this would be a great way to treat patients suffering from recurring migraines. While this study hasn’t put the final say on the subject, it has opened up a can of worms. With more experimental studies like this one, all doubts will be able to be ruled out, and the medical community could get closer to making this preventative treatment available to the public.
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Personality’s Effect on Giving

There are many factors that may lead someone to sacrifice their own well-being for the benefit of others. The question is: does your personality play a role in how you will treat your kin, collaborators, competitors and neutrals?

By: Laura Boelema

We would all like to believe that we give to others for purely selfless reasons, but the reality is that many helping behaviors include a hidden motive, and we are not likely to help everyone equally or even at all. Altruism refers to any behavior that aims to increase the welfare of others, but requires personal sacrifice. In other words, one gives some of their own resources to benefit someone else. Resources can be anything from time to money, food, protection or even the physical body such as blood and organs. Most past studies investigating altruistic behavior have solely focused on non-specific “other” persons. In a recent study by Ben-Ner and Kramer, however, the benefactors of the altruistic behavior were sorted into four different groups: kin, collaborator, direct competitors and neutrals. Participants also took personality tests and the results of their giving to these different groups were studied in relation to their personality through use of a “dictator game”. In a world where survival no longer depends on animal instincts, the social game has become more valuable. The results of this study provide insight in how we, as humans, use our social interactions to further our chance of survival and reproduction.

Evolutionary psychologists have long classified altruism into two categories: reciprocal and kin altruism. Both of these viewpoints center around the idea that species, including humans, give resources to further their genetic line (kin altruism) or will help unrelated others who gave to them previously and thereby helped the genetic line (reciprocal altruism.) However, in everyday life people do not only come in contact with kin or collaborators. Many people are competitors; they are seen as detrimental to our survival, our social standing, or our beliefs or values. For example, a member of a rival sports team or a member of an opposing political party could be considered a competitor. Others are neither friend nor foe. These people are neutral. Someone we just pass on the street or someone whom we will never meet is considered neutral. It seems obvious that kin would be treated favorably followed by collaborators, then neutrals and finally competitors, but the real question is how does personality affect the treatment these groups?

A few studies have been done in the past researching personality and altruism towards a generic other. These studies have shown that agreeableness is positively correlated with altruistic giving (however, in males, only slightly) and that neuroticism is negatively correlated with giving. Studies on personality and volunteerism have shown a very weak positive correlation to agreeableness. What is more surprising is that once data was “controlled for attachment securities” volunteerism and personality were shown to not be related at all. Volunteering is a form of altruism; people donate time for the good of others. If this is true and personality has no effect on volunteering, why should altruistic giving be any different? This is where Ben-Ner and Kramer’s study comes into play. By combining personality and the classification of the receiver, we are finally able to understand the true relationship between different people and altruistic giving.
In order to perform this study, 222 freshmen from the University of Minnesota took part in four steps. The first step was a timed cognitive ability test. Second, subjects completed personality inventories and were sorted into the “Big 5” personality groups: Neuroticism, Extraversion, Openness, Agreeableness and Conscientiousness. A personal background survey was also included as a step. Then, finally, every person completed a “willingness-to-give survey” also known as a “dictator game”. In this step, individuals were asked to rate and allot money to ninety-one people after being given just one statement about them such as, “is tall”, “is from another country” or “is your brother-in-law”. Seventy-four of the ninety-one situational people were classified by experimenters as kin, collaborator, competitor, or neutral. The seventeen left over were unclassified to act as controls.

The data from this study was analyzed by comparing the mean giving to each group. A random-effects, least-squared regression line (used when variances are too unequal to compare) was used to incorporate multiple decisions by each participant after controlling for things revealed through the background questionnaire, such as, gender, age, birth order, cognitive ability, and etcetera. Many people choose to give no money to others, especially if they were competitors. To account for this skew in distribution, a Poisson regression was also used. The findings of each of these analytical methods were all extremely similar and significant at a .01 level.

Participants gave the most money to kin with the average being $4.91. They gave $1.51 less to collaborators than kin and $2.42 less to neutrals and finally $2.92 less to competitors. These results support the basic hypothesis that people give the most to kin, then collaborators, then neutrals and then finally competitors. In regards to personality, none of the different outcomes showed a linear relationship. Greater agreeableness is correlated with lower amounts of giving and surprisingly, more neurotic people gave more money to all subjects.

It was expected by the researchers that no resources would be given to competitors but that was not the case. Many people gave at least something to competitors. It is possible that being told to delegate resources made some feel as though they were expected to give something to everyone. It is also reasonable to hypothesize that some have a preference for fairness and believe that everyone should receive equal amounts of resources.

While, this study seems to have very few shortcomings, it is unreasonable to believe that these results can be generalized to the entire population of the world across time. The sample population for this study consisted of mostly white, college freshman women who volunteered for this study. Due to this, there are members of the population not represented; specifically, people on extremes of the personality scale, such as the extremely introverted or extremely neurotic.

Unfortunately, in these types of studies, this cannot usually be helped. We cannot randomly sample from the population and require people to participate.

These results may also not be representative for non-American groups. Certain tribal cultures may feel more negatively towards competitors and more consistently give nothing to them. They may also feel that it is not necessary to give anything to neutrals. On the other side of the spectrum, certain religions emphasize caring for the poor and may be inclined to give
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more to others than expected. It is also possible that some may want to be fair to everyone by giving to them equally.

It would also be interesting to test these results specifically for age. Maybe older individuals see very few people as competitors and would also allot resources equally. It is also possible that they would only give to kin and perhaps more generously than younger folks.

Subdividing the kin group could also yield interesting results. Are people more likely to give to children than to siblings? What if the subjects have no children; does this make them more likely to give to other groups if they do not have children to take care of? Do these factors trump personality features?

Overall, the reasoning behind altruism is a tricky to understand, but thanks to Ben-Ner and Kramer, we have more of an insight into the effects of personality.
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Few of us could survive in this world without help from other people. We form relationships for not only emotional support but for survival. With relationships comes a give and take.
Red Bull® Gives You More than Just Wings
By Jennifer Pilallis

Research has shown that Red Bull®, which claims to give consumers “wings”, can improve the performance, reaction time, and fatigue associated with sleep-deprived individuals. But can it serve a similar role in drivers to help improve their driving quality over a prolonged period of time?

Fatigue and poor driving performance, which can result from extended periods of driving in a monotonous environment, are major causes of vehicle accidents. Methods to combat sleepiness, enhance alertness, and improve driving quality are often recommended to reduce accident risks. A common approach taken is consuming energy drinks, such as Red Bull. Psychopharmacologist Dr. Joris Verster and his colleagues at Utrecht University were interested in whether Red Bull can improve driving quality and reduce subjective driver sleepiness over prolonged periods of time. If Red Bull serves as an effective countermeasure to sleepiness and driving impairment, then it could potentially decrease the event of sleep-related accidents. Determining whether Red Bull helps drivers remain more attentive over time and recognize when their driving quality is being affected by sleepiness is an area worth examining.

Reports show that 14.5%-20% of drivers have fallen asleep while driving. Since prolonged driving triggers sleepiness and decreases driving skills, 15-minute breaks are recommended after each 2-hour driving session to restore driving performance. However, those guidelines are not fully supported. It would be better for drivers to take a break once they feel tired, before their driving quality becomes affected by the sleepiness, but that point is often difficult to recognize. Methods must be researched to increase driver awareness and improve performance. While caffeine and naps can be effective measures, Red Bull Energy Drinks are becoming increasingly utilized because of their positive effects on the attentiveness of sleep-deprived individuals. Few studies address how the isolated ingredients in these drinks specifically affect driving, but it is assumed the positive effects are associated with the combination of ingredients.

Most research on Red Bull examines its effect on sleep-deprived individuals. Therefore, the subjects were already tired when being tested either on mental capabilities, sleepiness, or driving performance. However, in this study, Verster and his colleagues observed well-rested subjects. Based on previous studies involving the effects of Red Bull on sleep-deprived individuals, it was hypothesized that Red Bull would have similar positive effects on non-sleep-deprived individuals. The reason this is important to study is because many people, even if well-rested, will drive for long hours and become tired from the highway environment. When drivers fail to recognize their performance being affected, it can lead to vehicle accidents. If Red Bull improves performance and counteracts the monotony by allowing people to have a better perception of their
sleepiness and driving quality, then it could help decrease the risk of accidents.

To produce accurate results, this was conducted as a double-blind, randomized, placebo-controlled, crossover study, in which participant adherence to protocol was necessary. Out of the 24 volunteers (12 male, 12 female), 3 males violated protocol, therefore were excluded from the results. Twenty-one total subjects were analyzed with a mean age of 22.8 years old and a mean BMI of 23.6. The subjects also possessed a license for at least 3 years, were regular drivers, and reported normal sleep and no differences in their sleep on different test days. Sleep disturbances were assessed with the SLEEP-50 questionnaire and the Epworth Sleepiness Scale (ESS) was used to assess general levels of daytime sleepiness. If subjects scored above 10 on the ESS scale, they were excluded from participating. To limit the effect of other products or factors, subjects were to be non-smokers and have moderate caffeine consumption (with no smoking or consumption on test days), urine samples were collected to test for drug abuse, pregnancy tests were administered for females, and a breathalyzer test was conducted to test for alcohol consumption (no alcohol was permitted 24 hours before the start of test day and on test days). To reduce bias, the placebo drink was the Red Bull Energy Drink without the main effective ingredients and a nose clip was worn during consumption of both drinks.

The study consisted of one training day and three test days. The training day allowed the subjects to be familiarized with the STISIM Drive simulator. The simulator was a car model that replicated a realistic driving environment. It included aspects such as the steering wheel, gas pedals, brakes, engine sounds, and projected roadway scenery. The subjects were instructed to remain steady at 95 km/h in the right traffic lane, which were the controlled lateral position and speed. On the test days, the subjects were screened and their sleep quality was assessed using the Groningen Sleep Quality Scale. It was important to take note of their previous night’s sleep quality because the accuracy of this study depends on the individuals being non-sleep-deprived. Once the subjects met all criteria, they were randomly assigned a treatment order comprised of three driving conditions: 1) Red Bull and break 2) Placebo and break, and 3) No break and no treatment condition. On two of the test days, the subjects would drive for two 60-minute sessions, take a 15-minute break and drink either the Red Bull or the placebo, then drive another two 60-minute sessions. On a third test day, the subjects drove the full four 60-minute intervals but received neither the 15-minute break nor consumed a treatment drink.

The STISIM Drive simulator was used to measure the Standard Deviation of Lateral Position (SDLP), which was expressed by weaving of the car. The simulator was also used to measure the Standard Deviation of Speed (SDS). These values were computed by comparing the driver’s observed position and speed to the controlled mean values. After each 60-minute interval, a 2-minute subjective assessment was performed. This allowed the participants to evaluate their perceived driving quality, mental effort, driving style, and sleepiness levels.

The data was analyzed using ANOVA statistical testing and was considered significant if P<0.05. In the first 2 hours of
driving, there was no significant difference between results in the treatment conditions. However, during the 3rd and 4th hours, Red Bull Energy Drink significantly reduced SDLP when compared to the placebo and the uninterrupted driving condition. Although improvement in driving was observed in the placebo condition after the break, the values were not significant when compared to the uninterrupted condition. Red Bull also significantly reduced SDS when compared to the placebo and the uninterrupted conditions during the 3rd hour. In the 4th hour, Red Bull only showed a significant difference in SDS when compared to the uninterrupted driving condition.

The subjective assessments were also analyzed. Red Bull significantly improved subjective driving quality and style and decreased mental effort when compared to both the placebo and uninterrupted driving conditions during the 3rd hour. There were no significant differences reported within those categories during the 4th hour, except that subjects perceived their driving to be significantly safer after Red Bull consumption when compared to uninterrupted driving. The Red Bull condition showed significantly lower sleepiness scores after the 3rd and 4th hours when compared to both the placebo and uninterrupted conditions. However, there were no significant differences in sleepiness scores when comparing the placebo with a 15-minute break to the uninterrupted driving condition.

These results support previous studies in that Red Bull significantly improves driving performance and reduces subjective sleepiness while driving. But the study specifically demonstrates that there is a significant improvement seen in non-sleep-deprived individuals over a prolonged driving period when Red Bull in consumed. While this study covers the effects of Red Bull on driving position, speed, and subjective measures, it also incorporates the effectiveness of the recommended 15-minute break. Contrary to previous studies, the placebo with a 15-minute break did not have significant effects compared to uninterrupted driving, which indicates that the 15-minute suggested break may not be sufficient enough time to restore driving performance.

Given the specificity of the study (non-sleep-deprived individuals and prolonged driving in a monotonous environment) the results remain practical. While I do not exactly know how to measure SDLP or whether a value is statistically significant compared to another, I trust the authors performed the methods correctly and that the results rightfully indicated that Red Bull significantly improved the driving performance and reduced subjective sleepiness in non-sleep-deprived individuals. Furthermore, these results suggest that Red Bull also improves judgment of driving quality because the subjective assessments were compatible with the performance measures. Another alternative hypothesis supported by the results, although initially assumed, is that prolonged driving in a monotonous environment leads to an increase in the sleepiness of drivers and negatively affects driving performance. Over the course of the four 60-minute driving periods, SDLP, SDS, and perceived sleepiness continued to be negatively affected as a result of time passing and the monotony of the driving simulation, with Red Bull simply
counteracting some of those negative effects.

This study was unique in that it not only addressed the computable effects that Red Bull has on SDLP and SDS, but also the subjective assessment of the drivers. While this study suggests Red Bull is a plausible countermeasure to sleepiness that would improve driving quality during prolonged periods and is more effective than a 15-minute break, it does not tackle whether Red Bull is more effective than previously studied countermeasures such as coffee or a nap. Further research in that area would take us a step closer in determining the most efficient ways to reduce sleep-related vehicle accidents.
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