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Recently, 3 different meta-analytic reviews of the literature concerning the effects of extrinsic rewards on intrinsic motivation have appeared, including that by Deci, Koestner, and Ryan (1999) in this issue. Interestingly, despite their common focus, these reviews have offered dramatically opposed bottom-line conclusions about the meaning and implications of this literature. In this comment, the authors examine differences among these 3 reviews and conclude that the findings of this literature have been more accurately captured by the reviews of Deci et al. and Tang and Hall (1995) than by that of Cameron and Pierce (1994). More broadly, the authors also suggest that there may be significant short- and long-term costs to the unthinking or automatic use of meta-analysis with theoretically derived, procedurally diverse, and empirically complex literatures like that concerning extrinsic rewards and intrinsic motivation.

Although research syntheses can facilitate the development of understanding in a research area by channeling subsequent research to resolve the uncertainties that emerge, the impact of syntheses has not been uniformly beneficial. They have sometimes distorted understanding of a phenomenon and discouraged further research. (Eagly & Wood, 1994, p. 487)

How should research literatures in psychology be reviewed? For more than a century, psychologists have sought to summarize the findings of studies in different research areas. In the process, although with varying levels of formality and precision, such reviewers have traditionally sought to accomplish four basic goals: (a) to describe the conclusions to be drawn from a given literature, (b) to identify the conditions under which particular effects do and do not occur, (c) to examine the extent to which the accumulated findings in a research area do or do not provide support for various theoretical positions, and (d) to suggest new directions for further research. In short, they have sought to address the age-old questions what, when, why, and wither.

Within the context of such traditional reviews, statistical techniques have long been available for providing more quantitative summaries of experiments that have been repeated, or replicated with small variations, on a number of occasions—methods for combining significance levels across experiments, for example, and for calculating indices of statistical effect size (see, e.g., Cochran, 1937; Mosteller & Bush, 1954; Pearson, 1904; Tippett, 1931). The use of such techniques can have many clear advantages. Certainly, continuous measures of effect size can convey more information than any arbitrary dichotomous identification of effects as merely statistically significant or nonsignificant. Meta-analytic procedures may also help researchers to recognize real but perhaps small effects that emerge consistently, though often nonsignificantly, across a series of experiments. Further, because well-controlled unpublished studies, such as doctoral dissertations, are often included in meta-analyses, such summaries may help researchers to evaluate more effectively the importance of possible "file drawer problems"—illusions of real effects produced by the selective publication of a small number of statistically significant findings, drawn from a much larger pool of failures-to-replicate.

Within the past 15 years, however, discussions of the potential advantages of such statistical procedures have been increasingly generalized to the larger claim that meta-analytic reviews represent an inherently better method of summarizing and evaluating the results of research on a given problem. Although many specific arguments have been offered, the two most fundamental and most general claims are that meta-analytic reviews are superior because they are (a) inherently more precise and (b) intrinsically more objective than traditional nonquantitative or "narrative" reviews (Cooper & Hedges, 1994; Hunt, 1997; Matt & Cook, 1994; Rosenthal, 1991; Wolf, 1986). As a result, their use has proliferated.

In the literature concerning the effects of extrinsic rewards on intrinsic motivation, in particular, three major meta-analyses have appeared within the last 5 years. Strikingly, despite assertions of procedural rigor and objectivity, these three meta-analytic reviews have produced bottom-line conclusions sharply at variance with one another. On the one hand, Cameron and her associates sought to examine the evidence for a general main effect of extrinsic rewards and concluded that "Our overall findings suggest that there is no detrimental effect [of extrinsic rewards] on intrinsic motivation" (Cameron & Pierce, 1994, p. 394), later characterizing the proposition that extrinsic rewards may undermine intrinsic
motivation as a "myth" (Eisenberger & Cameron, 1996). On the other hand, Tang and Hall (1995) examined this same literature in terms of the theoretical models that generated it and summarized the results of their review as showing that "the overjustification effect has been consistently demonstrated in situations when it should be expected to occur" (p. 379). Similarly, in the most recent meta-analysis—which responded directly to Cameron and her colleagues' negative claims about this literature—Deci, Koestner, and Ryan (1999) concluded that "in general, tangible rewards had a significant negative effect on intrinsic motivation for interesting tasks" (p. 653). In the present article, we examine some of the differences in procedures and conclusions among these three meta-analyses.

More generally and more importantly, however, we also seek to use the controversy produced by the appearance of these three recent, and seemingly contradictory, meta-analyses of the literature on the effects of extrinsic rewards on intrinsic motivation as an illustrative case study to argue against any unthinking or ideologically generalized preference for meta-analysis over other reviewing techniques. There are, of course, some conditions under which meta-analysis may indeed be the obvious reviewing technique of choice. For example, in the medical field, meta-analytic techniques may be especially appropriate when real effects might be obscured by necessarily small sample sizes, when research questions can be sharply defined, and when the treatments, dosages, and outcome measures are comparable across studies. However, there are other conditions—particularly in literatures like the present case that feature complex findings obtained using diverse procedures designed to address questions of primarily theoretical, rather than practical, interest—under which the use of meta-analysis may prove misleading. Under such circumstances, as many recent critics have noted (see, e.g., Hennessy & Amabile, 1998; Kohn, 1996; Lepper, 1998; Lepper, Keavney, & Drake, 1996; Ryan & Deci, 1996; Sansone & Harackiewicz, 1998), the use of meta-analysis may produce only illusions of greater precision and objectivity.

The Social Psychology of Psychological Research

To understand our concerns about both the three specific recent meta-analyses of interest and the application of meta-analytic procedures to this literature in general requires a recognition of, indeed a focus upon, the social and historical context in which research is undertaken. As many authors have long noted, science is an intensely social affair. Thus, the interest value, the publishability, and the ultimate significance of any study are determined not simply by the inherent characteristics of the study itself but by the meaning of that study within some particular historical, social, and theoretical context (see, e.g., Kaplan, 1964; Kuhn, 1962; Mahoney, 1976; Merton, 1973; Miller, 1999).

The Social/Historical Context of Intrinsic Motivation Research

In the particular case of the literature on extrinsic rewards and intrinsic motivation, the historical and social context of this field is relatively clear. Prior to 1970, expectations about the effects of extrinsic rewards were guided primarily by behavioristic principles—to the extent that rewards served as reinforcers, they were expected to enhance performance and increase motivation. On this basis of these assumptions, behavior modification procedures, including token economy and other heavy-handed classroom reward programs, were widely used. Thus, it was in stark contrast to this dominant paradigm when, in the early 1970s, researchers in three different laboratories arrived independently at similar hypotheses about the potentially detrimental effects of extrinsic rewards and constraints on subsequent intrinsic interest. Within a short period of time, all three groups had published studies demonstrating comparable adverse effects of superfluous extrinsic rewards (Deci, 1971, 1972; Kruglanski, Friedman, & Zeve, 1971; Lepper, Greene, & Nisbett, 1973).

This convergence of findings across these different experiments seemed especially impressive and informative because each of these studies had used very different rewards, activities, contingencies, and subject populations. Deci (1971, 1972), for example, offered Carnegie Mellon undergraduates money for each spatial puzzle they solved correctly and observed later engagement with these puzzles during alleged breaks in the experiment. Kruglanski and associates (1971) offered Israeli high school students a visit to the psychology laboratories at Tel Aviv University in return for their completing measures assessing their creativity, task recall, reported enjoyment, and willingness to participate in future studies. Lepper, Greene, and Nisbett (1973) told preschool children that they could win a fancy "Good Player Award" for drawing pictures with a new type of magic markers and then observed these children's interest in this activity in their regular classrooms several weeks later.

At the same time, even these earliest studies included clear demonstrations of conditions under which extrinsic rewards failed to undermine, or even enhanced, intrinsic interest. Thus, Deci showed both that tangible rewards that were not contingent upon engagement in or success at the task did not decrease later intrinsic interest (1972) and that contingent verbal rewards could increase subsequent intrinsic interest (1971). Likewise, Lepper and colleagues (1973) showed that tangible rewards that were unexpected did not have the same detrimental effects on subsequent interest as did expected rewards. In addition, shortly afterwards, Calder and Staw (1975) published the first of a number of studies demonstrating that undermining effects occurred only with activities designed or selected to be of initial intrinsic interest to participants, whereas enhancement effects were more likely to occur with activities of little or no initial intrinsic interest.

In short, the results of the first half-dozen studies in this area, by themselves, presaged most of the important distinctions made by later narrative and meta-analytic literature reviews—that detrimental effects were less likely (and positive effects more likely) when rewards were clearly noncontingent, unexpected, and verbal, or when tasks were of little inherent interest to participants. Moreover, many of these early authors went to great lengths to make explicit the point that extrinsic rewards could, under appropriate
conditions, have either positive or negative effects on later motivation and to argue that the relevant issue for further research was not whether rewards have negative, or positive, effects “in general,” but rather when and why these different effects might occur (see, e.g., Calder & Staw, 1975; Deci, 1971; Lepper et al., 1973).

In historical context, therefore, the explicit goal of this research literature was precisely to provide a more nuanced perspective on behaviorist principles and assumptions. Thus, it should not be surprising that so many studies in this area involved complex, theoretically driven hypotheses and empirically critical moderator variables. In turn, we believe, these characteristics make this literature particularly poorly suited for some uses of meta-analytic techniques.

The sampling problem. Consider, for example, the most fundamental premise underlying meta-analysis—namely, that one can consider the collection of studies on a particular topic to constitute a reasonable sample from which one can generalize to some larger population of situations in the world. Such a proposal may work wonderfully in many situations, such as evaluations of new, clearly specified drug treatments or surgical procedures. Its applicability to the present literature, however, seems extremely dubious.

In fact, it makes almost no sense to consider the particular set of studies that have been performed and published in this area to be a random or representative sample of any meaningful larger population of reward procedures in the world. Because of the theoretical nature of this literature and the fact that even the very first studies on this problem had already established that there were conditions under which rewards could have both positive and negative effects, once the first half-dozen studies had been published, virtually every subsequent study to be published in reputable journals required the addition of some set of control procedures or cross-cutting moderator variables that would contribute to psychologists’ understanding of the phenomenon. Thus, subsequent demonstrations of a significant detrimental effect of an extrinsic reward were almost necessarily accompanied by one or more conditions deliberately selected or designed so that no such effect, or even an opposite effect, would be obtained.

In addition, to produce the most theoretically telling comparisons, many important experiments employed exotic procedures or deceptive methods without counterparts in real life outside the laboratory. For instance, Pittman, Cooper, and Smith (1977; see also Fazio, 1981) sought to examine the importance of participants’ attributions for their actions led directly manipulating those attributions by means of a false-feedback procedure. These participants were told that they were being hooked up to a physiological recording device and were then given false feedback about their pattern of arousal—either that it looked similar to others who had previously found the activity especially intrinsically motivating or that it looked similar to others who had previously found the extrinsic reward particularly attractive. Clearly, this procedure is unlikely to be replicated by any parent, teacher, or employer in real life. Moreover, unrealistic procedures of this sort, used to test particular theoretical alternatives while controlling for other factors, are widespread in this literature (e.g., Fazio, 1981; Kruglanski et al., 1975; Kruglanski, Alon, & Lewis, 1972; Lepper, Sagotsky, Dafie, & Greene, 1982; M. Ross, Karniol, & Rothstein, 1976).2

Attempting to draw general or overall inferences from a sample composed of many of these sorts of studies is akin to recruiting participants for a decision-making experiment on the basis of their unusual but theoretically significant characteristics—some, perhaps, with a rare psychiatric disorder, others with abnormally high (or low) IQ scores, and still others with some unique speech impediment—then combining them, perhaps along with some “normal” individuals, into a single group and generalizing to how “people in general” make decisions. Although such an extrapolation would clearly be unwarranted, studies of these different types of individuals might nevertheless have provided critical information about how brain organization affects decision-making.

The singularities problem. Of course, one possible solution to such difficulties is to include as moderator variables in any meta-analysis those procedural variations that distinguished, for example, experimental from control conditions in the various studies under review. Unfortunately, this is often not possible in practice, whenever there are not enough cases of a particular variation to permit the use of meta-analysis. This, in turn, is most likely to be true of theoretically generated procedures that may simultaneously carry considerable information about underlying processes yet involve minimal mundane realism.

To take but one obvious example, consider an early study by Kruglanski, Alon, and Lewis (1972), in which the authors sought to demonstrate the theoretical importance of the participants’ views of their own actions as instrumental to some extrinsic reward—while controlling for the participants’ actual experiences and perceptions as they engaged in the activity itself—in producing detrimental effects on later intrinsic interest. To do this, Kruglanski and colleagues created a procedure in which participants were asked to undertake an interesting activity without any mention or expectation of a reward but were then told (falsely) after the completion of the activity that they were now receiving the reward that they had been “promised” at the outset. Not surprisingly, unlike the standard unexpected-reward conditions used in other studies, this ingenious and unusual unexpected-reward procedure did produce a decrease in later intrinsic interest in the activity, just as if the reward had indeed been expected.

Note, of course, that the same artificial procedure that makes this study of special theoretical interest—the use of a deliberate deception concerning the conditions under which participants had agreed to engage in the activity—also makes this condition totally unrepresentative of the normal uses of rewards in everyday life to which researchers would like to generalize the results of this literature. Note also that the unrepresentative and unrealistic procedure of this study also makes it one that is less likely to be replicated in subsequent studies, unless there were some specific controversy concerning its results, and hence, it is less likely to be represented in a sufficient number of studies to warrant quantitative treatment within a meta-analysis.

The problem of singularities can also apply to studies that do involve mundane realism. For example, M. Ross (1975, Exp. 2) conducted a study on the effects of reward salience in which preschool children were instructed to think about a reward as they engaged in an intrinsically interesting task (ideation condition),

2 Although this set of studies may not necessarily be representative of the array of reward procedures used in the world outside the laboratory, many individual studies (as well as the findings of this literature on the whole) can have clear practical, as well as theoretical, significance.
were instructed to think about something else as they engaged in the task (distraction condition), or were not asked specifically to think about anything as they engaged in the task (nonintention condition). Subsequent levels of intrinsic motivation were then compared with those of a no-reward control group. Ross predicted and found that the underlying effect did not occur in either the distraction condition or the control group, and he used these results to suggest that extrinsic rewards are harmful only to the extent that they are attentional salient to children. Although the ideation and distraction manipulations have both theoretical significance and mundane realism, such manipulations have rarely been employed in subsequent research, thus making their inclusion in meta-analytic comparisons problematic.

Hence, the significance of studies such as these is usually ignored by meta-analyses, in the sense that the unique, though theoretically telling, conditions and variations that they were designed to investigate are not even mentioned as elements that had been included in the designs of these experiments. Instead, such studies are occasionally excluded altogether or are, more typically, clumped together with other quite different studies—just as the Kruglanski et al. (1972) study is included as just another case of "unexpected reward" in all three recent meta-analyses of this literature, and the three theoretically distinct experimental conditions in the M. Ross (1975) study are collapsed into one group in the meta-analyses conducted by Cameron and Pierce (1994) and Deci et al. (1999). Clearly, such practices obscure the true meaning of these findings.

The interactions problem. Furthermore, in the case of some of the recent meta-analyses reported in this area, these problems are exponentially exacerbated by some authors' willingness to collapse results across diametrically opposed effects—even when (a) a sufficient number of studies are available to permit the testing of moderating variables, and (b) relevant statistical tests have established the heterogeneity of effect sizes within a given set. Cameron and Pierce (1994), for example, routinely collapsed both across explicitly designed experimental versus control conditions and across conditions shown to have produced significant opposing effects (Kohn, 1996; Lepper, 1998; Lepper, Keavney, & Drake, 1996; Ryan & Deci, 1996).

Some proponents of meta-analysis seem to justify such procedures by their "interest" in overall main-effect or bottom-line conclusions from a literature, as opposed to the more qualified (or nuanced) conclusions that might come from an interest in interaction effects. Although such reasoning may apply well to contexts in which sharp questions about agreed-upon treatments and outcomes are at issue (e.g., whether the use of a particular fertilizer increases the size of a given crop), its applicability to a literature in which investigators have known for over 20 years that different effects may occur under different conditions and in which over 80% of published studies were explicitly designed to include conditions in which different effects were predicted to occur seems highly inappropriate (see, e.g., Abelson, 1995; Kaplan, 1964). Indeed, even proponents of meta-analysis have noted that focusing solely on main effects can be grossly misleading when there are significant interactions present (Hunter & Schmidt, 1990; Matt & Cook, 1994; Press, 1990; Wachtler & Straf, 1990).

In fact, if similar procedures were used in other comparable contexts, we suspect that they might well be considered to involve outright deception, if not fraud. For example, if a company were to report to the FDA that "overall" or "general" there were no detrimental side effects to some treatment—knowing full well that the prior evidence had actually shown that this treatment consistently produced complete opposite, and statistically significant, effects for different groups or under different conditions (e.g., increasing the frequency of strokes for men but reducing it for women, or vice versa)—we suspect that the government would simply not accept the argument that the company had been more "interested in main effects than in interactions. Nor, we suspect, would our hypothetical drug company be without legal recourse and moral standing if the government were to publish an evaluation of the effectiveness of their new product based on a meta-analysis that focused only on main effects reported in studies that had been explicitly designed to elucidate interactions. That is, one can imagine a series of studies that included theoretically derived control conditions under which the effects of the drug had been predicted to disappear (e.g., a control group given an antagonist drug or a blocking agent) in which it would be obviously inappropriate to sum across treatment and control conditions.

In fact, we believe that there is no way that any traditional reviewer would have been allowed to employ such procedures in summarizing studies in a narrative review. That the systematic use of such methods can be used to yield an anomalous "no difference" conclusion within a meta-analysis (Cameron & Pierce, 1994) tells us essentially nothing about the phenomenon or the actual literature under review. As the old saying goes, if you put one hand in the oven and the other in the freezer, it may not be terribly informative to report that your hands are "overall" at room temperature.

Summary. In short, we have argued that an unthinking use of meta-analytic techniques typically provides a less accurate and less complete picture of a research literature when that literature displays the following properties: (a) many theoretically significant but otherwise unusual conditions (the sampling problem), (b) many studies with theoretically critical procedural variations that are not represented in sufficient numbers to be analyzed separately (the singularities problem), and (c) many studies with moderator variables producing significant interactions that either cannot be, or have not been, considered within the meta-analytic framework (the interactions problem).

Because all three of these conditions are highly characteristic of the extant literature on the effects of extrinsic rewards on intrinsic motivation, we believe that any traditional meta-analysis of this literature must have limitations. At the same time, of the several recent meta-analyses of this literature that stimulated this comment, it is clear that those by Deci et al. (1999) and Tang and Hall (1995) are less subject to these criticisms than that of Cameron and Pierce (1994). In particular, both Deci et al. and Tang and Hall conducted their meta-analyses taking into account the theories that have guided the development of this literature over the past 30 years. These authors also recognized the importance of interactions by treating separately most experimental conditions designed to have opposing effects rather than collapsing across these conditions. Hence, it is not surprising that it is only the analysis by
Cameron and Pierce that produced the anomalous conclusion that negative effects of extrinsic rewards are merely a myth.  

Psychological or Functional Versus Purely Statistical Effect Sizes

In addition to the foregoing problems that may result from the application of meta-analytic techniques to complex theoretically derived literatures, other issues can arise when purely statistical effect-size measures are used to compare studies that vary greatly in their procedures and measures. In certain literatures in particular, measures of purely statistical effect size may not be good indicators of functional or psychological effect size, and in fact these two measures can be negatively correlated (Lepper, 1995). Again, greater attention to the social psychology of psychological research may help in understanding these additional problems with the unthinking use of meta-analytic techniques.

Consider two different meanings of effect size (Lepper, 1995; Lepper et al., 1996; Prentice & Miller, 1992). On the one hand, purely statistical measures of effect size depend solely on the means, standard deviations, and sample sizes in the relevant comparison conditions. For such measures, any procedures that minimize within-condition variance and/or maximize mean differences between conditions produce larger effect-size estimates.

By contrast, when evaluating the predictive power, or functional significance, of an experimental effect as psychologists, rather than as statisticians, researchers typically use a very different metric. In this more psychological sense of the term, the functional "effect size" and the consequent inferential power of a given comparison depend not only on the statistical significance of the difference between two conditions and the size of the samples but also on several additional factors: (a) the strength of the manipulation producing that difference, (b) the sensitivity and consequentiality of the dependent measures, and (c) the range and power of factors that were not explicitly controlled and thereby constitute the natural error variance against which the effect must "compete" for significance (see, e.g., Abelson, 1995; Lepper, 1995; Prentice & Miller, 1992; L. Ross & Nisbett, 1991). Thus, a deeper consideration of the specific contexts in which given effects are obtained may be needed for understanding the true impact of different variables.

Take a simple example: Imagine a set of studies all testing the same hypothesis that exposure to televised violence increases children’s subsequent aggression but varying dramatically in their specific procedures and dependent measures. In some studies, the manipulation involves a brief exposure to a single film clip containing a modest level of violence; in others, the independent variable involves lengthy and/or repeated exposures to highly violent programming. Similarly, in some studies, the dependent measure involves a single self-report measure of the children’s stated willingness to retaliate against hypothetical others who had hit them; in others, the dependent measure involves actual aggressive behaviors covertly observed in some naturalistic setting, like the school playground, several weeks after exposure to the manipulation.

Now suppose further that all of these studies used samples of an identical size and obtained identical statistically significant effects. Nonetheless, we argue, the functional significance, or psychological effect size, of these different studies could vary greatly. Thus, the less extensive, prolonged, and extreme the manipulation of televised violence—given equivalent samples and statistical effect sizes—the more powerful the underlying process would be inferred to be. Likewise, the more dissociated, distant, delayed, and consequential the measure of later aggression, and even the more uncontrolled “noise” present at the time of measurement—again, given equivalent samples and statistical effect sizes—the more powerful that particular demonstration would be taken to be.  

The important point, however, is not just that statistical effect size may sometimes be a poor indicator of functional effect size but that these two effect sizes are often negatively correlated. Both the use of more subtle and highly controlled independent variables and the use of more distant, dissociated, delayed, and consequential dependent measures, other things being equal, involve putting one’s hypothesis to a more difficult and more stringent test and hence, reduce the likelihood of obtaining statistically powerful effects, even if the underlying hypothesis is valid. Ironically, the use of methodologically superior and more psychologically significant procedures must, ceteris paribus, lead to smaller average statistical effect sizes. Moreover, the use of statistical effect size estimates, in such cases, gives greatest weight to precisely those findings that would otherwise be found of least evidential value.

In short, in procedurally diverse literatures like that concerning the effects of extrinsic rewards on intrinsic motivation, where measures of statistical and functional effect size are weakly or even negatively correlated, a simple adage may apply: One (effect) size does not fit all.

---

3 In fact, with the exception of the age effects reported by both Deci et al. (1999) and Tang and Hall (1995), the conclusions reached in these two meta-analyses closely parallel those outlined in recent narrative reviews (Lepper & Henderlong, in press, and some others, in press).

4 Perhaps the most extreme, and most telling, illustration of this general point can be seen in pure demonstration studies like those of Asch (1951), Milgram (1974), and Rosenhan (1973). In each of these cases, the results from a single condition—35% conformity in the face of a unanimous majority in Asch’s line-judging paradigm, 65% complete obedience to an authority figure’s request for participants to shock an innocent fellow subject in Milgram’s studies, or 0% detection of sane pseudopatients by real-world mental-hospital personnel in Rosenhan’s observations—have remained among the most powerful and widely cited phenomena in psychology, despite the absence of any comparison group or statistical analysis. Indeed, the inferential power of these sorts of findings derives entirely from the functional or psychological effect sizes of these results, which, in turn, depend heavily on the precise procedures used. Note, thus, how little interest we would have if Milgram had shown that 100% of his subjects obeyed the experimenter’s order that they use a black pen rather than a blue one or if Asch had shown that over 90% of his participants conformed to a group consensus that William McKinley was a more (or a less) effective president than James Garfield.

5 Once again, a potential answer to this problem would be the inclusion of various study characteristics, like the type of manipulation or dependent measure, as an explicit factor in a meta-analysis (see Tang & Hall, 1995, for some examples). Once again, however, such a solution may be difficult in practice when, as in the present literature, the numbers of effect sizes of each type are small and many different study characteristics happen to be confounded with each other in the sample of studies that have been conducted.
The Hidden Costs of Quantitative Research Reviews

Our final set of concerns about the potential adverse effects of an overreliance on meta-analytic procedures is perhaps the most general—namely, that any automatic application of a technique that assigns precisely equal weights to studies of intrinsically different values may, in the long run, differentially "reward" research designs and procedures that give the most statistical bang for the buck, even when those designs and procedures may be less inherently valuable or informative. Certainly, in the extreme case, a rational researcher who was convinced that only a single overall statistical effect-size measure from his or her study would be included or considered in later research reviews might well decide that it would be a waste of time to include features such as subtle theoretical variables, multiple experimental or control conditions, real-world contexts, or distant and dissociated dependent measures.

Before going further, however, let us be perfectly clear. We do not believe that meta-analytic techniques are inherently inferior to traditional techniques; indeed, in literatures involving standard procedures and sharply posed questions, we believe that meta-analytic techniques should be generally superior to traditional reviewing methods. At the same time, in our view, the mindless or automatic application of such procedures to complex and theoretically derived literatures such as the present case can have negative effects on the level of discourse about the phenomena under study (Eagly & Wood, 1994). Let us examine these issues, then, in the specific context of the literature on extrinsic incentives and intrinsic motivation.

In the first place, it seems that meta-analysis can often encourage a preoccupation with the evaluation of simplistic overall or bottom-line conclusions—even in the face of literatures in which the existence of meaningful main effects of any sort has already been ruled out by decades of prior research. In most areas of research where findings prove to be complex, it has historically been seen as a sign of progress when the level of discourse shifts from a simplistic general question of whether some particular effect exists to more nuanced questions about when and why and how such effects occur (Abelson, 1995; Kaplan, 1964; Sansone & Harackiewicz, in press). We find it an unfortunate by-product of the present uses of meta-analysis that it seems to have encouraged some users to revert to drawing simplistic overall conclusions (Cameron & Pierce, 1994; Eisenberger & Cameron, 1996) even after 30 years of research demonstrating that extrinsic rewards can have both positive and negative effects on subsequent intrinsic motivation, depending upon the specific conditions of the study.

One specific, and particularly pernicious, contributing factor to this focus on simplistic questions is the tendency for many meta-analysts to average effects across competing cross-over interactions and across experimental and control procedures within experiments. Again, this seems a level of analysis that simply has not been considered acceptable in scholarly reviews until the issue was broached in the context of meta-analysis. For example, we believe that no reviewer using traditional methods would have been allowed—as Cameron and Pierce (1994) were—to take the array of studies showing that extrinsic rewards have opposite effects as a function of the interest level of the task (see Deci et al., 1999, Table 8) and to present them as if they had never even included a manipulation of task interest and had instead simply shown that there was no overall difference as a function of the presence of rewards.

Similarly, it seems that the use of meta-analysis can sometimes favor a reliance on across-study comparisons, in preference to inherently better controlled and more informative within-study comparisons. Thus, we find it remarkable in the current reviews that comparisons of average effect sizes for different types of rewards (expected, unexpected, contingent, noncontingent, etc.), are reported, relative to a no-reward condition, across all studies, with any mention of the host of more direct and plausible within-experiment comparisons of, for instance, expected versus unexpected rewards (see, e.g., Lepper et al., 1973) or contingent versus noncontingent rewards (see, e.g., Ross et al., 1976) that have been reported in many of the primary sources cited in these recent meta-analyses.

Finally, as noted in the previous section, a sole reliance on meta-analysis in analyzing procedurally diverse literatures may lead researchers to give greatest weight to those findings that, in terms of the specific manipulations and measures they used, might otherwise have the least inferential power. For instance, studies that evaluated the benefits of some educational intervention in terms of students' performance on standardized achievement tests administered 3 months after the end of the experiment, compared with studies that examined students' scores on a test explicitly designed to cover only the specific material taught and administered the last day of the program, would be likely to produce smaller statistical effect sizes, even though we believe that their findings should rightfully be given much greater weight.

Thus, with respect to each of the above points, our concern is that more costly but inherently more provocative methods will be replaced by less costly but less inherently valuable methods. A focus on simplistic conclusions and on overall main effects seems likely to hamper the future development of subtle hypotheses and the study of highly informative, but necessarily complex, effects. Likewise, an emphasis on across-study rather than within-study comparisons and on statistical as opposed to functional effect sizes may encourage procedures that make it easier to obtain statistically powerful findings, even if those studies prove, on average, less rigorous and less theoretically telling. Thus, in the marketplace of ideas, as in the marketplace of commerce, bad currency may drive out good.

General Conclusions

Are meta-analytic procedures inherently superior to, or automatically to be preferred to, more traditional reviewing methods? In the present comment, we have argued that they are not and that their superiority, or their inferiority, to traditional methods depends, in part, on both the nature of the literature being reviewed and the specific ways in which meta-analytic techniques are employed in those reviews.

Thus, we argue, meta-analyses may not be inherently more precise than traditional reviews when applied to literatures that are procedurally diverse, theoretically derived, and empirically complex. Rather, their apparent precision may sometimes prove merely an illusion produced when simplistic numerical estimates of effect size are used to compare the results of experiments that vary dramatically along dimensions associated with differences in func-
USES AND ABUSES OF META-ANALYSIS: COMMENT

Indeed, as Abraham Kaplan has noted more generally, "the shortcomings ... of the use of statistics in behavioral science are chiefly attributable to the tendency to forget that statistical techniques are tools of thought, and not substitutes for thought" (Kaplan, 1964, p. 257).
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**New Editors Appointed, 2001–2006**

The Publications and Communications Board of the American Psychological Association announces the appointment of seven new editors for 6-year terms beginning in 2001. As of January 1, 2000, manuscripts should be directed as follows:

- For the *Journal of Abnormal Psychology*, submit manuscripts to Timothy B. Baker, PhD, Department of Psychology and CTRL, 7255 Medical Sciences Center, 1300 University Avenue, University of Wisconsin Medical School, Madison, WI 53706.

- For the *Journal of Comparative Psychology*, submit manuscripts to Meredith West, PhD, Department of Psychology, 1101 E. 10th Street, Indiana University, Bloomington, IN 47405-7007.

- For the *Journal of Experimental Psychology: Learning, Memory, and Cognition* section, submit manuscripts to Thomas O. Nelson, PhD, Psychology Department, University of Maryland, College Park, MD 20742-4411.

- For the *Journal of Personality and Social Psychology: Attitudes and Social Cognition* section, submit manuscripts to Patricia Devine, PhD, Department of Psychology, University of Wisconsin—Madison, 1202 West Johnson Street, Madison, WI 53706-1696.

- For *Professional Psychology: Research and Practice*, submit manuscripts to Mary Beth Kenkel, PhD, California School of Professional Psychology—Fresno, 5130 East Clinton Way, Fresno, CA 93727.

- For *Psychological Review*, submit manuscripts to Walter Mischel, PhD, Department of Psychology, 406 Schermerhorn Hall, Columbia University, New York, NY 10027.

- For *Psychology, Public Policy, and Law*, submit manuscripts to Jane Goodman-Delahunt, JD, PhD, 2407 Calle Madiera, San Clemente, CA 92672.

Manuscript submission patterns make the precise date of completion of the 2000 volumes uncertain. Current editors, Milton E. Strauss, PhD; Charles T. Snowdon, PhD; James H. Neely, PhD; Arie Kruglanski, PhD; Patrick H. DeLeon, PhD, JD; Robert A. Bjork, PhD; and Bruce D. Sales, JD, PhD, respectively, will receive and consider manuscripts through December 31, 1999. Should 2000 volumes be completed before that date, manuscripts will be redirected to the new editors for consideration in 2001 volumes.