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Cues indicating the state of the world play a critical role in decision-making in both inferential and preferential tasks, and are the focus of many heuristic models of cognitive processes. In this paper, we present the formal logical structure that is presupposed in a specific class of these processes: fast and frugal heuristics. We review the structure of these heuristics and show that they make a number of implicit assumptions resulting from the formal classical logic that underpins their structure. These assumptions lead to a number of predictions that are inconsistent with existing empirical data, but they follow primarily from the classical logic structure of heuristics and not from the rule-based cue processing approach itself. We introduce an alternative logic based on quantum theory that proposes a different and potentially more accurate set of underlying assumptions, and show that this framework addresses many of the issues arising from classical logic. We then demonstrate how heuristics can be reconstructed by integrating them with a quantum logic structure, examine the benefits that heuristics and quantum logic provide to one another, and outline the new questions and predictions that their integration yields. We contend that the integration of heuristics with quantum logic enhances both frameworks, improving heuristics as descriptive models by bringing them closer to the empirical data and grounding quantum logic in a psychological theory by giving it concrete processing rules to implement.
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Introduction

The use of cues – indicators of the state of the world present in our environment – is an integral component of inferential and preferential decision making. Cues are often external indicators such as linguistic cues that differentiate words (Reed, 1989), visual cues that indicate distance (Jacobs, 1999), or nonverbal signals of deceptive behavior (DePaulo et al., 2003), but it is also possible to use internal states such as fatigue, activated schemas, or working memory content (e.g., Koriat, 1997). The question that every decision-maker must address is which cues to use in which situations. One solution to this problem is to establish rules for information processing that specify general rules of cue organization that can be applied across multiple contexts. In the first section of this paper, we review some of the rules that people appear to use for common decisions. For simplicity, we focus on fast and frugal heuristics. These strategies use finite sets of cues to make primarily binary decisions (Gigerenzer et al., 2011, 1999; Hertwig et al., 2013; Todd et al., 2012). To do so, they propose a particular set and order of cue use, establishing a computationally tractable basis for information processing in decision tasks. In this paper, our examples center primarily around the recognition heuristic (Goldstein & Gigerenzer, 2002), in part because it has been well-studied and has proven to be empirically supported in a number of situations (see Pachur et al., 2011; Marewski et al., 2010 for reviews) but also because it has a straightforward logical structure that is simple enough to deconstruct. We also show how classical and quantum information processing architectures can be used to model many non-compensatory heuristics like take-the-best (Gigerenzer & Goldstein, 1996), and we present a brief outlook on how to construct other types of heuristics that involve summing and weighting or parallel cue processing as well.
An important insight that we gained from this work and we hope to convey here is that when establishing rules for information processing, one commits to a particular theory of information and information processing. In the case of heuristics, the information processing theory that has been adopted is a classical one, applying logic operators to deterministic bits of information. This is indicated by their ability to be diagrammed in information processing steps (i.e., box and arrow diagrams) (Gigerenzer & Goldstein, 1996; Gigerenzer et al., 1999), fast-and-frugal trees (Martignon et al., 2003, 2008; Luan et al., 2011), and implemented by deterministic rule systems like ACT-R (Schooler & Hertwig, 2005; Marewski & Schooler, 2011). Adopting a theory of information and information processing has consequences for a model’s ability to describe human decision making. In the second section of the paper, we examine the basic principles of classical information theory and their implications for heuristics and other descriptive models of cognition.

Following our examination of classical logic heuristics, we introduce an alternative framework for constructing cue processing models based on quantum logic (Busemeyer & Bruza, 2012; Yanofsky et al., 2008; Nielsen & Chuang, 2010). We do this for two primary reasons. First, the quantum approach is contrasted with the classical one in order to elucidate the assumptions that accompany the use of classical information theory in models of cognition. In doing so, we also review empirical evidence for violations of the assumptions that are made by these models and their consequences for modeling heuristic processes. Second, we examine how the quantum logic framework could be used to construct heuristic models of cue processing. We show that doing so has a number of important consequences, focusing on stochastic and continuous representations of cues and beliefs, rule combination and parallel processing, and cue-criterion belief entanglement.

We aim to show that ultimately, each of the theories is enhanced by the integration. Quantum logic implementations of heuristics inherit many benefits by basing their structure on simple heuristics. At the same time, heuristics can gain empirical accuracy and make new predictions by being implemented in a quantum logic framework. Each of the constituent theories brings important features to the integration. Heuristics provide the structure and rules to begin constructing strategies – such as the search, stopping, and decision rules that a decision-maker implements (Gigerenzer, 2004). They also organize cues in systematic ways and serve as a computationally simple basis which can be used as-is to make straightforward models. In turn, quantum logic provides a more general framework for making cue processing rules, allowing for more flexible (but potentially more computationally complex) strategies that can enhance the descriptive and explanatory power of heuristics as models of human decision behavior.

It is worth noting at this point that our interest is primarily in developing better descriptive models of human behavior. Heuristics have a number of additional advantages in that they are easy to communicate and follow, which allows them to be well-utilized as prescribed strategies or models for decision procedures (i.e., what a person should do in a particular situation). However, our integration of heuristics with quantum logic is not intended to imply that these prescriptive strategies should also be modified. We hope that the integration results in a better account of how people actually make decisions, but do not intend to stake any claims regarding what we should tell them to do in terms of strategies.

An important feature of theory integration that we seek to illustrate here is that putting theories together results in novel predictions. We show that our integration results in new questions and hypotheses regarding the number of cues used, choice proportions, and the effects of measuring or changing people’s beliefs about cues and criteria. In order to address the new predictions that arise from combining heuristic and quantum approaches, we examine results from work on recognition memory, perception, game theory, expertise, and the hindsight bias in decision-making. We conclude by examining possible extensions and limitations, related concepts of uncertainty, and the overall benefits of integrating quantum and heuristic approaches.

**Heuristics**

We define a heuristic as a decision strategy that ignores some amount of relevant information, usually with the goal of achieving faster, more accurate, or more frugal decisions. This definition is similar to the one proposed by Gigerenzer & Gaissmaier (2011), though other authors and programs of research define them in different ways (see Kahneman & Frederick, 2002; Shah & Oppenheimer, 2008; Simon, 1990). This definition encompasses a wide range of potential strategies, but common among them is that they specify what cues should be used and how different sets should be mapped onto decisions. Many heuristics are based on the Brunswikian lens model (Brunswik, 1956), which posits that objects in the environment about which we must make inferences give off indicators of their state or value [criterion], such as whether they are a predator or prey, edible or inedible, or larger or smaller. These indicators are in turn used by a decision-maker based on how well they diagnose the state of the world, referred to as the ecological validity of the cue. Formally, the validity of a cue $v(c)$ is defined as

$$v(c) = \frac{\text{# times cue yields the correct inference}}{\text{# times yields an inference}}.$$

Validity is integral in a number of heuristics, including the take-the-best strategy (Gigerenzer & Goldstein, 1996; Gigerenzer et al., 1999). This heuristic ranks cues by their
validity and checks them from highest to lowest validity until one discriminates between decision alternatives to yield an inference about the criterion. This presents a reliable route to a decision – expected accuracy can be approximated by the validity of the most diagnostic available cue, and the probability of reaching a diagnosis approaches one as the number of (non-perfectly correlated) cues inspected increases. Moreover, Gigerenzer & Goldstein (1996) showed that using such a heuristic can lead to performance as good or better than other rules and models that use all the cues, such as with a weighted additive decision rule (see also Martignon & Hofrage 2002).

Similarly, cue use can be constrained simply by their physical or psychological accessibility. For example, the ability to recognize a first alternative and not the second prevents a decision maker from immediately accessing other cues about the second alternative. In essence, no other cues can be retrieved because no other cue values are known. However, the lack of recognition for one alternative allows for use of the recognition heuristic (Goldstein & Gigerenzer 2002; Pachur & Hertwig 2006; Pohl 2006), where one alternative is chosen if it is recognized and the other is not. As one might expect, this strategy is most effective when recognition is indicative of the actual value of the criterion. However, its performance also depends on how frequently it can be used. The recognition heuristic is most effective when the number of alternatives that are recognized is similar to the number that are not recognized – this situation will generate the greatest number of item pairs where one item is recognized and the other is not, so that recognition can be used as a discriminating cue. As a result, recognizing a limited number of alternatives can be beneficial by virtue of increasing the frequency with which the heuristic can be used, referred to as a less-is-more effect (Goldstein & Gigerenzer 2002; Pachur et al. 2011).

Heuristic approaches to decision-making offer a number of advantages. Most importantly, they provide preset strategies that can be applied to new situations and interchanged for different environmental conditions, providing a decision-maker with desirable (if not optimal) outcomes. They are also implementable by limited-capacity agents, and use a limited set of cognitive operations that could be combined and ordered in order to create new strategies. This makes them easily communicable to other agents, meaning that they can be developed or learned directly instead of relying on the comparatively slow modification of behavior-relevant genes via natural selection (see also Hutchinson & Gigerenzer 2005). From a modeling point of view, the simplicity and set operations are also convenient, as they can be constructed using a limited set of quantifiable rules and procedural logic.

Another major advantage of heuristic strategies is that they do not need to perform the computations required to estimate the full covariance structure of the available cues. Because each cue is generally treated independently, these strategies do not need to consider whether or to what degree different cues are redundant with one another. Therefore, they often need much less data in order to generate a successful approach, and can be used quite early in the learning process to gain desirable outcomes. This may make them more likely to be used to computationally limited agents (humans), as environmental and selection pressures might favor these straightforward decision strategies.

Similarly, heuristics are computationally simple in terms of fitting and predicting data. Because they use few (if any) free parameters, there is little uncertainty in terms of estimation. In many cases, this may make them parsimonious explanations of human decision behavior, especially when limited choice data is available.

As with most models, heuristics have some limitations in terms of their descriptive accuracy (see also Dougherty et al. 2008, Gigerenzer et al. 2008; for issues regarding cue validity and organization). One important feature is the deterministic nature of these heuristics. While this makes strategies computationally simple, a person using a particular heuristic will always reach the same answer for a given pair of alternatives. As such, they can miss out on explaining the variability we observe in individuals’ and groups’ behavior.

Some variability in terms of choice predictions can be introduced by including “trembling-hand” errors – difference choices which occur simply because of some mistake by the decision-maker. However, even this is not enough to explain deviations from deterministic behavior. For example, Newell et al. (2003) found that by applying a criterion of 10% errors, only about 30% of participants searched for information, stopped searching, and decided in a manner consistent with take-the-best (i.e., a deterministic heuristic). One harsh interpretation of this result is that relatively few people actually use take-the-best. However, an alternative possibility is that a deterministic model of take-the-best does not fully describe how people use the heuristic and that what is needed is a stochastic model of take-the-best (see also Bröder & Schiffers 2003; Lee & Cummings 2004; Newell 2005; Pohl 2006; Glöckner & Bröder 2011; Davis-Stober & Brown 2011). As we show later in this paper, a quantum logic architecture of heuristics provides a principled means to construct just such a stochastic model of heuristics like take-the-best.

Furthermore, it seems likely that selection pressures in our evolutionary history would not have favored fully deterministic strategies in all situations. This is largely because they can be exploited in multi-agent interactions – if opponents are aware of the rules a decision-maker is using, they can tailor counter-strategies based on what they know the decision-maker will do. For example, take the matching pennies game: in this interaction, each of two players places a penny heads-up or tails-up. Player A receives a reward if the players’ pennies show different sides and a penalty if they
show the same sides, whereas player B receives a reward if the pennies show the same sides and a penalty if they show different ones. The optimal behavior in this game is to choose stochastically, 50% heads / 50% tails. If player A chooses deterministically based on the time of day, surroundings, or some other factor, player B may be able to pick up on these and guarantee a win.

In the face of these challenges, it seems selection pressures might have resulted in the evolution of a mechanism that can generate response variability and unpredictability. This matches well with the great variability that we observe in human behavior (as well as its unpredictability, to the dismay of a great many cognitive modelers). Therefore, a successful integration might endow heuristics with a mechanism for generating random or at least variable behavior, in turn bringing them closer as a description of human behavior.

Another facet behavior that is perhaps difficult to capture with classical heuristics is that humans can sometimes use cues that are further down the hierarchy than more valid, available cues. For example, take-the-best and the priority heuristic (Brandstätter et al. 2006; Gigerenzer et al. 1991) both posit a specific order of cue inspection, and they are quickly falsified by instances where more cues are considered (Glockner & Betsch 2008; Newell & Shanks 2003; Pachur et al. 2008). This issue appears largely due to the strict serial processing hierarchy of the heuristics. Similarly, the strict serial processing that some heuristic models posit also struggle with cases of parallel cue processing, despite the largely parallel nature of information processing in the brain (McLeod et al. 1998). They might be brought closer to observed decision behavior, then, by allowing some mechanism for bypassing the most valid cues or for processing multiple cues at the same time. We cover one such method in our integration.

Finally, heuristics can be limited in their descriptive power by the binary nature of the cues they use. Even when an underlying construct like recognition seems to be continuous or at least multiple-valued, a threshold is typically applied to sort it into one category or another (Brandstätter et al. 2006). While the ability to adjust the cutoff can be a particularly beneficial adaptation (Pleskac 2007; Luan et al. 2011), applying it can throw away valuable information regarding the source or object of interest. Similarly, disregarding cue values that are uncertain (e.g. partially recognized or somewhat believed to be present) by skipping them (Gigerenzer et al. 1991) or assuming them to be a particular value when unknown (Gigerenzer & Goldstein 1996) prevents this uncertainty from being beneficially leveraged in decisions.

It is important to note that not all of these characteristics are ubiquitous across all programs and heuristics — for instance, continuous cues and parallel processing can be deliberately implemented (Hogarth & Karelaia 2007). But the tendency of heuristics to possess deterministic, serial, and binary properties is no coincidence. As we illustrate in the next section, they arise because heuristics in their current form rely on a classical logic framework. This need not be the case. Instead, heuristics can be reconstructed using alternative logical frameworks that address many of these issues. In later sections, we show that quantum logic offers an attractive alternative that produces probabilistic choice behavior, shows how cue processing can unfold in and transition between serial and parallel, and represents uncertainty in cues and beliefs such that it can exploit uncertainty to achieve potentially better performance. At the same time, fast and frugal heuristics provide important theoretical guidance to a quantum logic architecture in terms of modeling human cognition. As we will show, heuristics provide psychologically plausible rules, computational simplicity, and efficiency to an architecture that can easily drift away from these properties.

Information processing

Particularly in the early days of computing, information theory was deliberately used as a formal basis for models of cognitive processes, including perception and schema activation (Axelrod 1973), conceptual reasoning (Sowa 1983), perceptual discrimination, and working memory (Beebe-Center et al. 1955; Garner 1953; Miller 1956; Pollack 1952). While many current theories of cognition follow in the same tradition of information processing, few modern ones explicitly utilize the formal components of information theory.

The formal mathematical structure underlying information processing uses Boolean logic and algebra, transforming bits of information conditional on the inputs and structure of logical operators [gates]. Doing so allows a modeler to reduce many theories of cognitive processes to a formal mathematical form, and elucidates some of the basic assumptions of models or theories that are based on classical logic. In turn, the principles and implications of classical logic can be tested so that we might judge their suitability as a basis for modeling cognition. To facilitate this comparison in terms of heuristic processes, we briefly examine how beliefs about cues and criteria are represented with classical information theory and the basic operations that can be done with these representations.

Belief representation

Beliefs about the value of a cue or criterion are represented as binary values, either present [1] or absent [0]. This entails the assumption that cognitive representations are characterized by discrete states, suggesting that only one set of beliefs or preferences is present at any given point in time. This

A realistic analogy would be a prey animal (player A) that can run left or right encountering a predator (player B) that can choose to run left or right.
makes measurement of a state extremely straightforward; a state already exists, so it needs only to be read out of the cognitive system.

Combinations of beliefs about cue or criterion values can then be represented as a series of bits. For example, beliefs about a pair of cues could be represented as [00], [01], [10], or [11]. Our beliefs about a single alternative (e.g. disease present / absent) can be represented using one bit, but if we must make a comparison between two alternatives (e.g. which person is more ill), this also requires two bits. In this case, [01] would indicate that the second person is more ill, [10] would indicate the first person is, and [00] or [11] states would be ambiguous, indicating a non-decision state that would have to be altered in order to directly generate a final choice. To represent beliefs about a pair of cue and a pair of criterion values together, we would need at least 4 bits, yielding 16 possible joint states (e.g. [0000], [0101], or so on).

Note that stringing together bits is also a method for representing more complex cue or criterion beliefs: as the number of bits corresponding to one representation increases, the precision it can provide doubles as well. The greater precision in representations trades off with greater storage and processing demands, as more bits and larger logic gates are required to represent and operate on more precise beliefs.

Much of the work integrating psychology and formal information theory has looked at the issue of storage capacity or discrimination in terms of the number of bits that can be used (Beebe-Center et al., 1955; Garner, 1953; Polack, 1952), processing chunks of information (Baddeley & Hitch, 1974; Chase & Simon, 1973; Miller, 1956; Wickelgren, 1979). Though not often discussed explicitly in terms of bits, similar discrete-valued representations underlie current slots models of visual working memory as well (Alvarez & Cavanagh, 2004; Awh et al., 2007; Luck & Vogel, 1997). We next visit how chunking and other processes might take place by establishing the operators that are used to transform bits.

Logic gates

The three most basic operations that can be performed on bits or pairs of bits are the NOT (¬), OR (∨), and AND (∧) transformations, which can be represented either as logical propositions or as circuits (Figure 1). The NOT operator simply inverts one bit, changing [0] (false) \(\mapsto [1]\) (true) or \([1] \mapsto [0]\). The OR and AND gates operate on pairs of bits, returning a [1] if one (for OR) or both (for OR and AND) inputs are [1], and returning [0] otherwise.

By stringing together these three operators, it is possible to specify any classical logical operation. For example, suppose we wanted to set a third bit to one if two initial bits were both one – or more concretely, say hello to someone if you recognize both their face and their gait. This could be written as a circuit or as an equation, where response \(R_1\) can be written as a function of cues for facial recognition \(F\), gait \(G\), and initial response intention \(R_0\).

\[
R_1 = (F \land G) \land (R_0 \lor \neg R_0)
\]

Note that we include \(R_0\) because a person could initially want to say hello even if they don’t wind up recognizing a person’s face and gait. In essence, \(R_0\) can build in initial beliefs or response biases. Heuristic models of behavior do not ordinarily incorporate initial beliefs. However, initial beliefs or states have proven particularly important for cognitive process models such as those built using the frameworks of signal detection and random walk models of decision-making (Green & Swets, 1966; Link & Heath, 1975; Pleskac & Busemeyer, 2010). In terms of information theory models, the initial state serves as the locus for a person’s internal beliefs, which change across consideration of cues and control a person’s behavior.

Aside from AND and OR, there exist four other common 2-bit gates: NOR, NAND, XOR, and XNOR. These are often used because NOR gates or NAND gates can by themselves be used to compute any classical logic operation without relying on any other operators (Peirce, 1880; Bümmer & Lettmann, 1999). However, since we can use AND, OR, and NOT to construct any of these other operators, we leave the rest alone here for simplicity.

When used in tandem, these 2-bit gates can implement any sort of logical rule. However, this has two drawbacks. The first is that a person needs to have many different kinds of gates in order to implement the variety of processing rules they are likely to need. This means that the brain has to produce structures that implement each of the 2-bit gates as well as organize them in sensible ways. While not prohibitively difficult, it perhaps does not provide great credence to systems of 2-bit gates as good descriptions of choice architecture.

Another limitation of the 1- and 2-bit gates we have discussed so far is that they are not reversible, meaning that one cannot infer the inputs to the gates from their outputs because
the gates produce fewer bits than they receive. This means that some inputs are are simply lost, letting the metabolic cost of computing them go to waste (in a computer, the energy dissipates as heat, but it is not clear what the biological consequences would be) unless they are stored somewhere in memory.

There is a simply solution to both of these problems, which is to use a 3-bit, reversible gate that can implement any logic operation by itself (or rather with multiple iterations of itself). One such gate is the Toffoli gate, shown in Table 1. This operator checks that two bits are in the state [111] and flips a third bit if so, yielding [110] \(\rightarrow\) [111] and [111] \(\rightarrow\) [110] but leaving the triplet unchanged otherwise. The full truth table for this gate is shown below.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>000 001 010 011 100 101 110 111</td>
</tr>
<tr>
<td>001</td>
<td>1 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>010</td>
<td>0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>011</td>
<td>0 0 1 0 0 0 0 0</td>
</tr>
<tr>
<td>100</td>
<td>0 0 0 1 0 0 0 0</td>
</tr>
<tr>
<td>101</td>
<td>0 0 0 0 1 0 0 0</td>
</tr>
<tr>
<td>110</td>
<td>0 0 0 0 0 1 0 0</td>
</tr>
<tr>
<td>111</td>
<td>0 0 0 0 0 0 1 0</td>
</tr>
</tbody>
</table>

Table 1

Input-output mapping of a Toffoli gate

The Toffoli gate can actually be strung together with many other Toffoli gates, together allowing them to perform any logical operation and therefore implement any classical processing rule. It is thus referred to as a universal gate. This gate is also reversible, meaning it does not lose any information as it is processing incoming bits (though the biological or psychological implications of information loss are not clear). The Toffoli gate could therefore be mass-produced and arranged as needed, making it potentially useful as a computational tool describing how information is processed in the brain. We return to this issue a bit later on, as quantum logic also provides universal, reversible information processing gates like the Toffoli gate.

Relation to heuristics

Heuristics are typically modeled in terms of classical logic, which has made it well-suited to modeling using rule-based cognitive architectures like ACT-R (Marewski et al., 2010; Schoeller & Hertwig, 2005), as well as circuit and equation representations (Martignon & Hoffrage, 2002). For our purposes it is useful to examine how heuristics would be implemented as a circuit. Because it can illustrate the basic principles we focus on the recognition heuristic.

The recognition heuristic is a well-studied single-variable decision rule that relies on recognition alone to make a judgment about an unknown criterion value (see for example Goldstein & Gigerenzer, 2002; Marewski et al., 2010; Oppenheimer, 2003; Pachur & Hertwig, 2006; Pohl, 2006; Volz et al., 2006). When people are given a two-alternative, forced-choice question, the recognition heuristic states: If one of the two objects is recognized and the other is not, then infer the recognized objects has the higher value with respect to the unknown criterion value (Goldstein & Gigerenzer, 2002).

Like many heuristics, recognition exploits information in the environment. In this case, the reason we recognize objects is because of some other mechanism or variable. For example, the cities we read and hear about (and therefore recognize) tend to be the more populous cities (Goldstein & Gigerenzer, 2002; Schoeller & Hertwig, 2005). Thus, recognition of a city can be a valid cue of city population. As Goldstein & Gigerenzer (2002) went on to show the recognition heuristic allows people with little knowledge to in some cases outperform for knowledge people in making inferences, yielding the less-is-more effect.

Figure 2 illustrates how the recognition heuristic can be implemented using the 3 basic logic gates (NOT, AND, OR). A string of 4 bits is fed in on the left side, corresponding to the two recognition values of the items (c1 and c2) and a person’s initial beliefs or preferences about their values on the criterion (b1 and b2). As with the basic logic gates shown in Figure 1, bits are fed into the various logic gates by moving from left to right along the circuit. One bit value is sent to multiple locations where the circuit forks. The output of each gate is fed forward as a bit until reaching the right side of the circuit, where beliefs are measured or evaluated to determine the next response or action.

To be more specific, let us focus on the top half of the diagram and assume that b1 = 1 (e.g. believe that city 1 is large) and c1 = 0 (don’t recognize city 1). The [1] for b1 goes to two places: directly to the lower AND gate, and through a NOT gate (turning into a [0]) to the upper AND gate. The
cue $c_1$ goes to both of the AND gates as well. In this case, both AND gates will fail – the upper gate receives [00] and the lower one receives [10]. This means that both will pass a [0] along the circuit to the OR gate to their right. Since the OR gate then receives [00] as inputs, it will put out a [0], which is the revised belief $b'_2 = 0$ (city 1 is not large). The bottom circuit works in exactly the same way for a different cue-criterion belief pair ($b_2$ and $c_2$) to produce $b'_2$.

The construction of this circuit essentially copies the cue values $c_1$ and $c_2$ onto beliefs $b'_1$ and $b'_2$, ignoring the initial values $b_1$ and $b_2$. Note that these beliefs still must be mapped onto a decision. There is an additional step that must be taken to transform the final beliefs $b'_1$ and $b'_2$ onto actions. If a circuit produced $[b'_1, b'_2] = [10]$, it would result in a decision in favor of the first alternative, and producing state [01] would result in a decision favoring the second alternative. On the other hand, states $[b'_1, b'_2] = [11]$ or [00] could result in a guess if there were no more cues available, or be fed back into the circuit as $[b_1, b_2]$ with another set of cues for the next step.

The result of this circuit is largely unsurprising, as it just implements the recognition heuristic it is supposed to run. However, the diagram is useful for several reasons. One reason is that take-the-best (Gigerenzer & Goldstein, 1996) can be understood as a generalization of the one-cue decision rule shown in Figure 2. Take-the-best is also a well-studied heuristic that ranks cues by their validity and then uses them one by one to discriminate between alternatives (e.g., Bergert & Nosofsky, 2007; Bröder, 2000; Gigerenzer & Goldstein, 1996; Newell & Shanks, 2003; Lee & Cummins, 2004). In take-the-best, each cue processing would pass through another circuit identical to the one shown in Figure 2, only with the next set of cues and revised beliefs as inputs. As long as there were more cues available and no response had been made (checks which could also be done using logic gates), the decision-maker would continue iterating through similar circuits. Thus, a classical circuit representation of take-the-best can be constructed using multiple repetitions of the one shown in Figure 2.

Another useful aspect of the circuit is that it illustrates some important properties of a classical logic approach. First, the output of the circuit is determined as soon as belief and cue values are put into it. While it is possible to modify our framework to assume that the actual logic gates are probabilistic or that people are accessing their cue or criterion beliefs with some noise, the basic behavior of these logic circuits is deterministic.

An additional thing to note is that the gates in the diagram above must be executed in serial. For each belief-cue pair, the OR gates strictly follow the AND gates, and revised beliefs $b'_1$ and $b'_2$ must be calculated before the next step can begin. While larger gates can be constructed to address this issue, a person would have to somehow compute the full joint input-output relationship of such a gate, a mapping which we have shown grows exponentially with the number of cues.

Finally, the inputs must be determined in order to be transformed using the logic gates. Each gate only accepts binary inputs, meaning that any uncertainty regarding a person’s beliefs or the perceived cue values must be resolved before using the circuit. Previous work has assumed that if cue value is unknown, it is treated as if it were zero (Gigerenzer & Goldstein, 1996) or simply skipped altogether (Gigerenzer et al., 1991; Hoffrage et al., 2000). Alternatively, as with the recognition heuristic, there might be some threshold applied to divide continuous values into [0] or [1] based on whether or not it exceeds a critical value (see e.g., Brandstätter et al., 2006; Luan et al., 2011; Pleskas, 2007; Schooler & Hertwig, 2005).

Unfortunately, each of these three characteristics of classical logical processing seems to deviate from the empirical evidence. Experimental evidence has long suggested that decision-making is better described as a stochastic than deterministic process (Audley, 1960; Balakrishnan & Ratcliff, 1996; Busemeyer & Townsend, 1993; Davidson & Marschak, 1959; Simon, 1959), that strategies can involve parallel processing of cues (Cave & Wolfe, 1990; Egeth et al., 1972; Townsend & Wenger, 2004), and uncertainty is used rather than ignored in decisions (Hogarth, 1987; Simon, 1959). The continuous has already caused issues for classical logic-based heuristic and ACT-R theories of recognition, as some nonlinear shapes of typical receiving operator characteristic curves (ROCs) suggest that recognition may not be discrete (Anderson et al., 1998a; Qin et al., 2001; Schooler & Hertwig, 2005; Yonelinas & Parks, 2007) (but see also Malmberg, 2002). Oddly, even theories that posit discrete recognition rely on some underlying continuous value, such as familiarity (see e.g., the theory proposed by Bröder & Schütz, 2009). We are ambivalent on the particulars of this debate, but the recurrence of continuous cue values in models of recognition processes certainly suggests the existence of underlying continuous (or at least graded) representations.

Quantum models of cognition

Although the classical Boolean logic approach provides one basis for constructing cognitive models of cue-based decisions, this is not the only way to approach these models. Generalized Boolean algebras and semi-ordered lattices serve as less restricted mathematical foundations from which to build models (Manes, 1976). Though these can take a number of forms, we focus on a relatively simple and well-studied alternative based on quantum logic. This approach is particularly useful because many of its formal properties directly address the shortfalls of classical logic that we covered in the last section.
**Rules and violations of classical logic**

Recall that Boolean logic is defined by binary-valued representations which are transformed using intersection ($\land$), union ($\lor$), and negation ($\neg$) operations. Three of the axioms of Boolean logic are commutativity, distributivity, and complementarity. Formally, these mean that for events $A$, $B$, and $C$, the following equalities hold:

- **Commutativity:** $B \land A = A \land B$
- **Distributivity:** $A \land (B \lor C) = (A \land B) \lor (A \land C)$ (3)
- **Complementarity:** $A \land \neg A = 1$

These three axioms taken together imply that the following relation must also hold:

$$(A \land B) \lor (A \land \neg B) = A \land (B \lor \neg B) = A \quad (4)$$

These laws have been violated directly or indirectly in empirical studies of human judgment and decision-making. For example, work on order effects in sequential questions has shown violations of commutativity – in these studies, the order of a pair of responses that a participant is asked to make is varied, which leads to different probabilities of responding to the same question based on whether it is asked first or second (Hogarth & Einhorn, 1992; Trueblood & Busemeyer, 2011; Wang & Busemeyer, 2013; Wang et al., 2014).

Work on decision-making under uncertainty has also uncovered violations of distributivity and complementarity. If a person prefers one item over another (preference state $C$) under one condition $B$, giving $C \land B$, as well as under the complementary condition $\neg B$, giving $C \land \neg B$, then she should prefer the same item when she is unsure of the state of the world, $C \land (B \lor \neg B)$. Though it is formulated based on the distributivity and complementarity axioms of classical logic, this is also referred to as the *sure thing principle* (Savage, 1954). This principle was violated in a number of empirical studies – notably, participants who were offered two sequential gambles were willing to take the second gamble if they knew they had won the first gamble or if they knew they had lost the first, but chose not to take the second gamble if they were unsure of the outcome of the first one (Tversky & Shafir, 1992a). Similarly, in the two-player Prisoner’s Dilemma game, participants chose to defect if they knew the other player had chosen to defect or if they knew the other player had chosen to cooperate, but did not choose to defect if they were unsure whether the other play had cooperated or defected (Busemeyer et al., 2006; Tversky & Shafir, 1992b). This is referred to as a *disjunction effect*, which violates Equation [3] above.

Empirical violations of the law of total probability have also appeared on a number of tasks, including inferential decisions like those that are featured in studies of fast and frugal heuristics. For instance, Townsend et al. (2000) showed participants a series of faces. On some of the trials, they had to categorize the faces as friendly or hostile (i.e. decide on a cue value) and then decide whether to be friendly or defensive. On other trials, they simply decided whether to be friendly or defensive. Oddly, participants tended to be more defensive when they made no categorization than when they did (collapsed across ‘friendly’ and ‘hostile’ categorization decisions).

Classical models, including heuristic models, typically assume that participants should reach the same decision (act friendly or defensive) on the two different types of trials. This is because the logical rule shown in Equation [4] implies that the marginal probability of being defensive should be the same across the two different conditions. Being more defensive on trials without a categorization than with categorization is a violation of a classical logic rule. This empirical violation has, however, been replicated several times and shown to be consistent with a quantum model of the decision process (Busemeyer et al., 2009; Wang & Busemeyer, 2016b).

**Order effects and implications for modeling frameworks.** The axioms we outline above are implicitly assumed in models of cognition that are based on classical logic information processing and classical probability. This encompasses both classical logic-based heuristics as well as more complex frameworks like Bayesian models of belief updating. Neither one would predict order effects a priori. For example, asking a person what they believe the value of a cue is (e.g. “Does city X have a major league baseball team?”) should not affect their beliefs with regard to a criterion (“Is the population of city X greater than 500,000?”) according to classical models, but it is well-established that these and similar effects occur across tasks and contexts (Atmanspacher & Römer, 2012; Busemeyer et al, 2006; Hogarth & Einhorn, 1992; Keren & Jackson, 1993; Keren & Haven, 2009; Kvm et al., 2013; Moore, 2002; Pothos & Busemeyer, 2009; Townsend et al., 2000; Trueblood & Busemeyer, 2011; Tversky & Shafir, 1992b; Wang et al., 2014; Wang & Busemeyer, 2016b).

Interestingly, work by (Holyoak & Simon, 1999) has suggested that beliefs about cues can be impacted by beliefs about choice criteria (e.g. the verdict on a person’s guilt) as well as by the values of earlier cues (Glockner, 2007). Such interactions between cues and criteria provide a substantial stumbling block for models of cue-based decisions, and particularly for Bayesian belief updating models that suggest that people reason unidirectionally from cues to criteria. Quantum logic, as we show later, proposes a mechanism by which this could occur based on entangled cues and beliefs.

These sorts of order effects and other violations of classical probability rules are often taken for granted partly because adding additional components to the models can some-
times account for violations, so individual violations are seen as unique psychological phenomena rather than a systematic issue with our approach to modeling cognition. However, such modifications must often be made post hoc and tend not to be sufficiently general to explain even a single type of violation across all of the tasks in which it appears.

A reasonable question might be raised as to why we introduce a quantum framework rather than shifting to a classical probability or Bayesian approach to describing cognition (Griffiths et al., 2010). While such approaches can certainly add stochastic elements, parallel processing, and continuous beliefs, they still adhere to the rules of classical probability. As such, the violations we described above remain extremely problematic. Furthermore, shifting to a Bayesian framework prevents us from implementing simple rules using logic gates. Instead, it requires a more complex processing infrastructure to deal with joint probability distributions over all combinations of beliefs, updating of internal probabilities (or probability mass / density), as well as consideration of factors such as cue covariances. For these reasons, we do not visit Bayesian models or other classical probability models of decision behavior in much detail here.

This leaves us with the question of whether we should continue to ground heuristics and other models in classical logic and probability frameworks, modifying them as needed to account for new violations of classical laws. Alternatively, it may be useful to consider a framework whose first principles are well-suited to describing and predicting behavior that violates these rules. In the following sections, we pursue the latter option by proposing quantum logic as an alternative framework for constructing information processing models.

Quantum logic

One solution to account for the persistent violations of classical laws is to add additional cognitive assumptions to the models, such as belief revision (Hogarth & Einhorn, 1992) or motivated reasoning (Tversky & Shafir, 1992b). We pursue an alternative solution to the persistent violations of classical laws, which is to apply quantum probability to modeling cognition and ask if these models based on their first principles better account for decisions. Models built using this quantum framework have been used to model violations of commutativity (Trueblood & Busemeyer, 2011), distributivity / the sure thing principle (Pothos & Busemeyer, 2009), and the law of total probability (Busemeyer et al., 2009; Khrennikov & Haven, 2009; Kvam et al., 2015). Quantum models are able to violate these axioms because they use different formal representations, transformations, and measurement operators to describe a system.

The formal underpinnings of quantum probability models can be used to construct a quantum system of logic. While the application of quantum logic to model cognitive processes is a recent innovation, these sorts of models have been used previously in quantum computing and information, so the basic principles are well-established (see Nielsen & Chuang, 2010; Barenco et al., 1995; Busemeyer & Bruza, 2012). Instead of readable bits and logic gates, quantum logic is based on qubits, measurement operators, and unitary processing gates.

Here, we introduce these basic concepts, show how they can be used to re-construct heuristics and other rule-based models, and examine what diverging predictions they make when we compare them to heuristics based on classical logic. Our coverage of quantum probability models is not exhaustive, but here we aim to give readers enough information so that they have a basic understanding of how and why quantum logic can be used to model information processing, and hopefully provide sufficient background that readers could construct several heuristics on their own (for a more complete introduction and tutorial, see Busemeyer & Bruza, 2012; Yearsley & Busemeyer, 2015).

States & measurements. Rather than using bits, quantum logic represents pieces of information as qubits. The fundamental difference between qubits and bits is that qubits can exist in a continuous superposition state of both 0 and 1 simultaneously rather than discrete values. This superposition state can be represented as a vector in two dimensions, where each dimension corresponds to a value the qubit can take – for example, one dimension could correspond to a “cue present” response and the other to a “cue absent” response. The two vectors |0⟩ and |1⟩ serve as bases for describing the superposition state, so a qubit can be represented as a linear sum of the two, \( B = b_0|0⟩ + b_1|1⟩ \). The coefficients \( b_0 \) and \( b_1 \) represent probability amplitudes, which are used to determine the probabilities of obtaining a 0 or a 1 when the qubit is measured (i.e., when a decision about the cues or criteria is made). Note that these probability amplitudes can actually take on both real and imaginary or complex values, but for simplicity all of our examples use strictly real numbers.

The superposed qubits also correspond to some of our intuitions about how we represent states. Rarely do we have a definite belief about whether a particular city has greater or fewer than 1 million inhabitants, but it often seems the case that we have a feel or ‘fuzzy’ impression of the city being large or small (somewhat similar to fuzzy set theory [Klir & Yuan, 1995]). The continuous superposition state provides a formal representation that describes these sorts of vague beliefs as well as makes a number of empirically testable predictions.

In order to observe an output from a quantum state, as in making a binary decisions, one needs to measure it. That is, in quantum models of cognition a judgment or a decision is...
a measurement applied to a person’s cognitive state (Busemeyer & Bruza 2012). Measurement of a quantum state is taken by projecting it onto the corresponding basis (or bases), with the probability of obtaining a particular value given by the squared length of the current state along that basis vector (see Figure 3). The value of a single qubit is measured by projecting it onto the |0⟩ or |1⟩ basis, with the probability of obtaining 0 or 1 given by the squared length of the qubit along the |0⟩ or |1⟩ basis vector, respectively. Note that by virtue of being unit length, the probabilities of obtaining a |0⟩ or a |1⟩ sum to unity, |b₀|^2 + |b₁|^2 = 1. Once a qubit is measured, it ‘collapses’ on the observed state, reducing the probability amplitude in the complementary state to zero. In essence, measurements create a definite state from an indefinite one.

For example, an initial state may begin in a superposition, ψ = b₀|0⟩ + b₁|1⟩. If a measurement is applied and obtains the outcome |1⟩, the new state must be revised to reflect this. As a result, the state after measurement ψ′ is no longer in a superposition state but rather equal to the definite state, ψ′ = |1⟩.

Figure 3. Representation and measurement of a qubit |B⟩. While b₀ and b₁ can be negative or even complex, their squared lengths must sum to unity.

Critically, quantum logic models based on qubits are inherently stochastic, but they can be restricted so that they can only be in definite states |0⟩ or |1⟩. For example, we could set b₁ = 0 or b₁ = 1 in Figure 3 and obtain fully deterministic behavior from the qubit. In this case, they will behave exactly like classical deterministic bits. This makes the qubit representation a general case of the bit. As we show later, information processing in the quantum framework is also a general case of information processing in the classical one. Quantum logic implementations of heuristics are therefore a general case of classical logic implementations – they can do everything exactly as classical deterministic heuristics does or they can be permitted to vary more freely to provide closer, stochastic descriptions of human behavior.

As we will see in the next section, a person’s beliefs about cue or criterion values need not be resolved before being used, allowing indefinite (uncertain) beliefs or cues to be used in decision strategies rather than ignored or assumed away. The quantum notion of uncertainty is a bit different than that of the classical models – rather than uncertainty regarding external events like population size due to a lack of knowledge, a person can have internal uncertainty about their own beliefs. We visit the distinction between types of uncertainty in more detail in the discussion.

As a result of the use of superposition states, we obtain both stochastic behavior as well as incorporate uncertainty regarding cues and criterion values. Therefore, the introduction of the qubits addresses two of the major deficiencies that were elucidated when we examined the classical information theory approach to heuristics.

**Compound states.** In the classical bit-based framework, we could simply string together sequences of bits in order to form bit strings. The same can be done in the quantum framework – a series of coordinates can describe a string of qubits – but by using qubits to represent a person’s beliefs about cues and criteria, it is actually possible for them to interact with one another. In such a case, not only do cues affect criterion judgments, but revision or measurement of criterion beliefs can affect a person’s beliefs about the cues as well (similar to what is described in hindsight biases or parallel constraint satisfaction; see Hoffrage et al. 2000; Glöckner 2007).

Multiple qubits can be combined by assigning a probability amplitude to each of the combinations of their potential values. For example, a pair of qubits can be described using four basis vectors, describing the 4 combinations of measurements one could obtain: |00⟩, |01⟩, |10⟩, and |11⟩. The superposition is a linear combination of these four possibilities, ψ = c₀₀|00⟩ + c₀₁|01⟩ + c₁₀|10⟩ + c₁₁|11⟩. When the first qubit is measured, the probability of obtaining a 1 for the first qubit (for example) is |c₀₁|^2 + |c₁₁|^2. After measuring a 1 for the first qubit, the qubit would collapse on states |01⟩ and |11⟩.

The simplest way to combine (⊗) two superposition states (either individual qubits or sets of qubits) is to take their outer product, ψₐ ⊗ ψₖ, yielding a superposition over the possible combinations of their states. If we combine qubits A and B using this method, we will obtain a joint state ψₐₖ = a₀₀b₀₀|00⟩ + a₀₁b₀₁|01⟩ + a₁₀b₁₀|10⟩ + a₁₁b₁₁|11⟩. As with individual qubits, the sum of the squared lengths of the coefficients will sum to one if they are combined in this way.

Critically, a superposition over two qubits can exist without combining them via the outer product, such that ψₐₖ =

The Kronecker product of two matrices is a generalization of the outer product from vectors to matrices. The Kronecker product of two matrices X and Y can be easily computed in MatLab with the function kron(X,Y) or in R with kronecker(X,Y,...).
c_{00}|00⟩ + c_{01}|01⟩ + c_{10}|10⟩ + c_{11}|11⟩

where \( c_{00} \neq a_1 b_1 \) and/or \( c_{01} \neq a_1 b_2 \), and so on. The two qubits are then said to be entangled. In this case, measuring one qubit affects the measurement of the other. As a result, an entangled state cannot be separated into two independent qubits.

For example, imagine trying to measure the entangled state \( ψ_{12} \) when \( c_{00} = \sqrt{5}, c_{11} = \sqrt{5}, \) and \( c_{01} = c_{10} = 0 \). If we measure the first qubit and obtain a 1, this forces the joint (entangled) state to collapse on \( |10⟩ \) and \( |11⟩ \). The new state would be \( ψ'_{12} = |11⟩ \) (since there is no amplitude on state \( |10⟩ \)). Note that this affects the potential measurements on the second qubit! We can no longer obtain a value of 0 when we measure the second qubit because we obtained a particular measurement on the first qubit. This has important consequences for how cues are processed and become paired with beliefs. Ultimately, it leads us to predict both order effects and provides a structural explanation of why the hindsight bias phenomenon occurs.

Conceptually, a superposition state representation of our beliefs about cues or criterion values corresponds to a type of uncertainty about their value. With a superposition representation of an unknown binary cue value, a person considers both possibilities simultaneously rather than directly assigning discrete 0/1 values or probabilities to the outcomes. This is in stark contrast to the assumption made in heuristics, where unknown values are assumed to be 0. In essence, a qubit-based representation allows people to utilize uncertainty in their decisions rather than forcing them to assume it away or abandon cues. Additionally, it suggests that new information interacts with uncertain states differently than individual, certain states. The ultimate effect of this difference in representation becomes more clear as we see how qubits interact with the gates used to process information.

**U-gates.** Recall that in binary logic, we used logic gates to operate on bits of information. In the quantum logic framework, we instead use unitary gates [U-gates] to transform qubits or sets of qubits. A unitary gate can be described by the operations it performs (rules it implements) or in the form of a matrix operator that is multiplied by its input qubit(s). Several of the important unitary gates are shown in Figure 4.

Conceptually, applying a unitary operator to a qubit belief state is similar to rotating it in a multidimensional space—in fact, rotations of vectors in real space are unitary transformations. This means that they are fairly flexible in terms of how they can change a qubit. We therefore focus on a few key gates that are most useful for modeling heuristics, but there are more that can be used and adapted based on the strategies a person could be implementing.

Of course, the flexibility of these U-gates is not always a benefit. In many cases, as with the \( U_θ \) gate shown in Figure 4, they introduce free parameters that must be set both by the decision-maker as well as by the modeler attempting to estimate a U-gate-based model. This makes them computationally more complex than the classical gates and deterministic models, which carries the potential risk of overfitting.

One of the simplest U-gates that can be used is called the Pauli-X gate. This gate simply flips a qubit, changing its value along \(|1⟩ \) to its value along \(|0⟩ \) and vice versa. For example, a qubit \( ψ = [ \sqrt{3}; \sqrt{1} ] \) would become \( ψ' = [ \sqrt{1}; \sqrt{3} ] \). The matrix representation of this gate is

\[
\text{Pauli-X: } σ_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

The Pauli-X gate can be interpreted as a NOT gate, as it inverts whatever qubit is put into it.

As in the classical framework, the quantum NOT gate can be applied in series with other gates, allowing for serial processing of series of bits. However, it can also be combined with other operations in order to perform more complex transformations of multiple qubits. For example, we use a controlled-NOT or CNOT gate heavily in our implementation of the recognition heuristic and take-the-best. This operator is particularly useful because it can implement rules that are structured in an “if-then” way. It applies a NOT (qubit-flip) transformation to turn on a qubit that is off (\(|0⟩ \rightarrow |1⟩ \)) if a particular cue is observed, making it ideal for modeling the cue-triggered rules specified by heuristics.

The CNOT gate is shown in Figure 4 along with two other important gates that we use to implement quantum logic heuristics. This gate checks the value of a first qubit (top two rows of a 2-qubit [4-row] state), and inverts the entries of a second qubit (bottom two rows of a 2-qubit state) if it has a value along \(|1⟩ \).

Another important gate is called the Hadamard gate, shown on the right side of Figure 4. This gate takes a single qubit (\( ψ = |0⟩ \) or \( ψ = |1⟩ \)) and rotates it by 45 degrees. If the qubit is in a definite state—as it would be after being measured—this gate randomizes its next measurement so that the probabilities of obtaining a 1 and obtaining a 0 are equal. Application of this gate allows a person to get random measurements, in essence allowing them to choose randomly between a pair of alternatives. It can therefore be applied to the final belief states when all cues have been exhausted in order to permit random guessing behavior. Accordingly, this gate is applied at the final step of take-the-best (shown below) as a method of generating guesses when no more cues are available.

---

4This assumption is not made explicitly, but the outcomes of unknown “?r” cue values is practically equivalent to values of zero in terms of choice outcomes.

5On top of serving as a NOT gate, this is one of the Pauli spin matrices (Pauli-X) that serve as the basis of many unitary transformations, along with Pauli-Y and Pauli-Z transformations [Nielsen & Chuang 2010]. To apply it, one multiplies the gate’s matrix by the qubit vector, \( ψ' = σ_x ψ \).
Figure 4. Representations and applications of several important U-gates.

**More on U-gates.** A more general version of the Hadamard gate, the (Euler) rotation operator $U_\theta$, is shown on the left side of Figure 4. Unlike the gates we have discussed so far, this gate utilizes a free parameter $\theta$ that controls how far the gate rotates a qubit. While doing so adds complexity to the model, it may in some cases be justified. For example, this gate allows for qubits to be partially rotated depending on how convincing a cue is to a particular individual.

As with the CNOT gate, the operation of any unitary transformation can be controlled by a separate qubit. For example, one could control the operation of the rotation matrix by forming the larger operator $U_{C\theta}$:

$$U_{C\theta} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \cos(\theta) & -\sin(\theta) \\ 0 & 0 & \sin(\theta) & \cos(\theta) \end{bmatrix} \begin{bmatrix} I_2 \\ 0 \\ U_\theta \end{bmatrix}$$  \hspace{1cm} (6)
Deutsch gate (Deutsch [1989]), and can be used in conjunction with definite-state qubits to implement any operation that exists in classical logic. The quantum logic framework we have described can therefore implement any classical logic heuristic, but its more general structure allows for it to be potentially more empirically accurate.

It is important to note at this point that qubits can implement bit-based logic (by being set to the definite states |0⟩ or |1⟩) and U-gates can implement any classical logic operation. This permits quantum logic to execute any decision strategy that can be created using classical logic. In many cases, it may be useful to use the classical logic implementations – for example, when one desires computational simplicity and fewer free parameters – but this does not speak against a quantum logic approach more generally. Instead, the multitude of cases where quantum logic can provide a better description of behavior suggest that it can be used as the general case, while deterministic or classical heuristics can serve as simpler special cases.

In addition to controlled gates, multiple qubits can be processed in parallel by simply combining the gates together and combining the qubits together. In the same way that qubits can be combined by taking the Kronecker product of the two vectors, two unitary transformations can be combined by taking their Kronecker product as well, $U_{12} = U_1 \otimes U_2$. The new unitary matrix can then be applied to a (Kronecker-combined) pair of qubits, with each unitary transformation affecting one of the qubits individually.

$$U_{12} \cdot \psi_{12} = (U_1 \otimes U_2) \cdot (\psi_1 \otimes \psi_2) = (U_1 \cdot \psi_1) \otimes (U_2 \cdot \psi_2) \quad (7)$$

The joint qubit state will have each of its constituent qubits transformed by the corresponding gate: $U_1$ will affect only $\psi_1$, and $U_2$ will affect only $\psi_2$. This provides a straightforward method for processing information in parallel, avoiding one of the other critical limitations of serial-order heuristics.

Even more complex gates can be formed either by specifying them manually or by taking Kronecker products of other gates, including specific transformations corresponding to learned rules or template gates that implement more common logic operations. This could serve as a basis for spontaneous rule combination that is believed to occur as part of learning in cognitive production systems (see e.g., Anderson [1982]).

More complex gates allow us to approach more complex and task-specific problems as well. One issue with models using only a few qubits is that they cannot map onto a substantial number of responses, meaning that the simple gates we have examined so far cannot produce more continuous responses like confidence. However, larger gates could implement cue-controlled unitary operations such as random walks, allowing for transformations that unfold over time and over a large number or continuous states. Later, we also review how this approach could provide a means for modeling other processes like evidence accumulation and heuristics like tallying and weighted additive rules.

One final note of interest on unitary operators is that they all meet the condition $U^\dagger U = UU^\dagger = I$ where $I$ is the identity operation and $U^\dagger$ is the complex conjugate transpose of $U$. This makes unitary transformations inherently reversible – any operator can be undone by simply applying its complex conjugate transpose to its output. Note, however, that prior states cannot be reverse-computed using this approach once they are measured, as measurement alters the cognitive state from the one obtained immediately after cue processing. The particular implications of reversibility for cue-based decisions are not yet clear, but reversible gates do provide the basis for constructing production systems that can accomplish backward induction tasks (Anderson et al., 1984; Anderson et al., 1982; Tarrataca & Wichert, 2012).

**Uncertainty and entanglement.** So far we have examined the effects of definite state qubits on the transformations, but what if one or more of the qubits is in an indefinite or uncertain state? First, consider the effect of uncertain cues on rule-based processing. Suppose that we have one cue that indicates that a disease is present if true, and not present if false. This cue serves as the first qubit, and our beliefs about the presence of the disease are indicated by the second qubit $B$. Before we have any information, we are in state $|0\rangle$, believing that the disease is not present. Let us also assume that we have some uncertainty regarding the cue value $C$ – this could occur if the evidence is inconclusive, if the cue is inaccessible, if we have insufficient data to fully diagnose the cue value, or if we want to represent it as a continuous value. In this case, we represent $C$ as a superposition of $|0\rangle$ and $|1\rangle$, $C = c_0|0\rangle + c_1|1\rangle$, with $c_0, c_1 \neq 0$.

In order to apply our unitary operator, we compute the initial state across qubits, $CB = c_0|0\rangle + c_1|1\rangle$. Note that $B = |0\rangle$, reflecting our initial belief that the disease is not present. Because the rule is an if-then rule, we use a CNOT gate $U_{CN}$ so that if some control condition is satisfied (presence of cue) then a unitary operator is applied to some target (belief states are changed). More formally, the initial state $CB$ is transformed yielding a revised state, $CB' = U_{CN}(CB)$. The revised state is $CB' = c_0|0\rangle + c_1|1\rangle$. Note that when we dissect this state, the probability of measurements on the cue have not changed, $Pr(C = 0) = |c_0|^2$ and $Pr(C = 1) = |c_1|^2$. But the probability of measuring our beliefs about the criterion has changed to match the probability of the cue being measured, so that $Pr(B' = 0) = |c_0|^2$ and $Pr(B' = 1) = |c_1|^2$.

In effect, the uncertainty about the cue has been transformed into uncertainty about whether the disease is present. This means that the probability of making a particular decision or response is directly affected by our representation of uncertainty in the information we are using.
Furthermore, not only are measurements of our belief about the criterion now stochastic, but the cue and our beliefs are now entangled, so that observing the perceived value of the cue will affect our beliefs and observing our beliefs will affect the perceived value of the cue. For example, if we were to measure the cue by projecting the state onto |10⟩ + |11⟩ (with probability |c|²), a subsequent measurement of our beliefs would be guaranteed to result in a positive answer because the two qubits cannot be in states |01⟩ or |00⟩. However, if we were to measure our beliefs first, there would be a probability |c|² < 1 that we would obtain a positive measurement of “disease present.”

This has a particularly interesting consequence: once a cue belief and criterion belief are entangled, reducing uncertainty about the criterion value also reduces uncertainty about the cue value. This means that feedback about a criterion directly affects cue beliefs. This is precisely the mechanism that is assumed to generate the hindsight bias in heuristic models of the hindsight bias (Hertwig et al., 1997; Hoffrage et al., 2000). We revisit this point later when discussing empirical evidence for quantum heuristics.

**Application to heuristics**

So far, we have illustrated some of the important elements of the quantum framework. These are used to compose quantum models of all sorts, but we are most interested in quantum logic constructions of fast and frugal heuristics. Here, we present quantum versions of the recognition heuristic and the take-the-best heuristic as well as discuss how cue-criterion belief entanglement can lead to a hindsight bias. The formal structure of the recognition heuristic and take-the-best models can be found in Appendix A and Appendix B, respectively.

In the most simple case, quantum logic can simply be used to reconstruct the classical Boolean structure of existing heuristics. In this case, one would set all qubits for beliefs and cue values to one of the definite states, |1⟩ or |0⟩. For instance, one could obtain the same choice behavior from our implementation of take-the-best as other classical implementations of take-the-best by by eliminating uncertainty about cues and beliefs by setting all cues and beliefs to |0⟩ or |1⟩.

One consequence of this is that quantum logic heuristics must by definition be able to perform at least as well as classical logic heuristics – the former can mimic behavior of the latter. However, by using uncertainty and different sets of processing rules (U-gates), quantum logic heuristics should be able to outperform the accuracy of classical logic ones. In this way, the performance of typical classical logic heuristics serves as a sort of lower bound on the maximum potential of quantum logic heuristics. We provide an example of how incorporating uncertainty into the structure of the heuristic can improve accuracy at the end of the next section on the recognition heuristic.

It is important to note that the improved performance conferred by quantum logic heuristics does not necessarily make them better descriptive models of behavior, which is the primary goal of our integration. However, selection pressures on both our evolved and learned strategies should push them toward more successful ones, suggesting that the high-performance quantum logic heuristics would likely be used if they can be developed. Furthermore, if a person outperforms a classical logic heuristic in terms of their choice accuracy, this does not necessarily imply that heuristics are unable to account for that person’s behavior. Instead, the additional accuracy conferred by modeling the person’s choice behavior using a quantum logic heuristic (as opposed to a classical one) could explain the gap in performance in such cases, allowing the heuristic to be more descriptively accurate by virtue of its improved performance.

**Recognition heuristic**

We can reconstruct the recognition heuristic discussed in previous sections using quantum logic gates and qubits. A more formal description of the model with the involved mathematics is contained in Appendix A; here we provide a simpler walk-through of how the quantum logic recognition heuristic functions. Recall that the recognition heuristic strategy is used for binary choice, where decision-makers check if they recognize a pair of alternatives, and choose one alternative if it is recognized and the other is not.

Suppose a person is deciding which of two cities has a larger population, Bakersfield (CA) or Atlanta (GA), based on which of the two cities they recognize. Using the quantum logic framework, we can represent a person’s initial beliefs about the size of the cities as qubits B₁ for Atlanta and B₂ for Bakersfield. Then we can set their recognition cue values of each city as qubits C₁ for recognizing Atlanta and C₂ for recognizing Bakersfield.

We can model a person’s initial beliefs to be unbiased regarding which city is larger by setting B₁ and B₂ to |0⟩ (i.e. believe neither city is larger before assessing recognition). Of course, recognition is likely to be quickly computed and used in this problem, but before doing so a person has no information on the cities and it is therefore reasonable for them to have no biases to respond one way or another.

Next, we must set some values for the recognition cues. In principle, these values would be informed via theories of recognition memory using perhaps ACT-R (Anderson et al., 1998b), MINERVA-DM (Dougherty et al., 1999), or some other theory to predict a familiarity signal. However, for our purposes, we leave this back-end specification open. Suppose that a person definitely recognizes Atlanta, so recognition is in definite state |1⟩, C₁ = |0; 1⟩. By contrast, suppose they are uncertain about whether they have seen Bakersfield somewhere before, so recognition is low at C₂ = [ √(0.8); √(0.2)]. If they are asked if they recognize Bakers-
field, there is a 20% chance of a positive response and 80% chance of a negative one (weaker or stricter recognition criteria could adjust the bases used to evaluate the statement “I recognize Bakersfield” and systematically affect these probabilities).

This recognition information needs to be processed in order to change the person’s beliefs. To do so, we pair the cue with criterion beliefs \( (C_1 \text{ with } B_1 \text{ and } C_2 \text{ with } B_2) \) to obtain two qubit pairs, \( C_1B_1 \) and \( C_2B_2 \). These joint qubit states describe a person’s state in terms of 4 possible combinations, recognize / not recognize x believe larger / smaller. These joint qubits are paired with one another by taking the Kronecker product of the two constituent qubits.

Each of these joint qubit states needs to be transformed so that a person’s uncertainty about recognition informs their uncertainty about the criterion. To do so, the cues are then used to update the person’s beliefs using the controlled U-gate \( U_{CN} \) that we described above. This transformation takes the uncertainty in the cue values \( C_1 \) and \( C_2 \) and transfers it onto the beliefs \( B'_1 \) and \( B'_2 \). The revised joint qubit states \( C_1B'_1 \) and \( C_2B'_2 \) are computed by multiplying the unitary matrix by the combined cue-belief states.

\[
C_1B'_1 = U_{CN}(C_1B_1) \tag{8}
\]
\[
C_2B'_2 = U_{CN}(C_2B_2) \tag{9}
\]

The resulting states \( C_1B'_1 \) and \( C_2B'_2 \) each describe a superposition over beliefs about both the cue and criterion. For example, \( C_1B'_2 \) will be \( \sqrt{0.8}; 0; 0; \sqrt{0.2} \), yielding a 20% probability of responding that Bakersfield is recognized and large in population (\( \lvert 11 \rangle \)), and a 80% chance of responding that Bakersfield is not recognized and small in population (\( \lvert 00 \rangle \)). Interestingly, according to this model, there is no chance of responding that the city is recognized but small or not recognized but large based purely on recognition as a cue.

Once a person’s final beliefs are computed, they can make their final decision between Atlanta and Bakersfield. To do so, we need to evaluate the person’s beliefs about the city sizes, \( B'_1 \) and \( B'_2 \). If \( B'_1 \) is evaluated as \( \lvert 1 \rangle \) (100% chance with our example values) and \( B'_2 \) is evaluated as \( \lvert 0 \rangle \) (80% chance in our example), the decision maker will select Atlanta as the larger city. Conversely, if \( B'_1 \) is evaluated as \( \lvert 0 \rangle \) (0% chance) and \( B'_2 \) is evaluated as \( \lvert 1 \rangle \) (20% chance), Bakersfield is selected as the larger city. In all other cases, recognition will be insufficient to decide between the two because the decision maker’s beliefs about the two cities are measured to be the same.

If a decision-maker still needs to decide, they may choose randomly between the cities. In this case, they could invoke the Hadamard gate shown in Figure 4. To do so, they would simply feed one qubit in (e.g. \( B'_1 \), the measured state obtained from \( B'_1 \)) and measure the revised state that comes out of the Hadamard gate. If the revised state is measured as \( \lvert 1 \rangle \), they choose Atlanta (50% chance), and if it is measured as \( \lvert 0 \rangle \), they choose Bakersfield. In our example, the overall choice proportions are 90% choosing Atlanta (80% chance of choosing it based on recognition + 20% x 50% chance of choosing it randomly) and 10% choosing Bakersfield (20% x 50% chance of choosing it randomly).

Note that the final decision can be made by computing a joint state from the decision maker’s final beliefs, \( B'_1B'_2 \), and measuring both beliefs simultaneously. This joint state represents their combined beliefs about the two cities, and contains all of the information needed to make a decision. For example, they choose Atlanta if the joint state is \( \lvert 10 \rangle \), Bakersfield if the joint state is \( \lvert 01 \rangle \), and randomly (by feeding their beliefs through a Hadamard gate) if the joint state is \( \lvert 00 \rangle \) or \( \lvert 11 \rangle \).

Adding the use of uncertain cues also allows for potentially greater performance on this task as well. For example, we could make a reasonable assumption that larger cities have a tendency to have uncertainty leaning in the direction of positive recognition, whereas smaller cities may have a tendency to lean toward negative recognition. Because both beliefs are uncertain, a classical recognition heuristic will force them to bypass this cue and choose randomly between cities. However, if uncertainty can vary along a spectrum and the recognition qubit value is correlated with the criterion value, even uncertain recognition can be useful. For example, suppose a person is uncertain about whether they recognize both Atlanta and Bakersfield in our example above: Atlanta recognition qubit \( \sqrt{0.8}; \sqrt{0.2} \) is compared against Bakersfield qubit \( \sqrt{8}; \sqrt{2} \). If the quantum recognition strategy is used, it will result in a correct decision (18%\( \lvert 01 \rangle \) + 50% \( \cdot \) 72%\( \lvert 11 \rangle \) + 50% \( \cdot \) 2%\( \lvert 00 \rangle \)) = 55% of the time, as opposed to the 50% one would obtain by bypassing these uncertain cues and simply guessing.

Heuristics can therefore reap substantial benefits simply by incorporating uncertainty into their structure. However, the influence of different cues can also be moderated by using different logic transformations – for example, less useful cues could apply \( U_θ \) transformations that rotate beliefs toward the criterion value only partially. This would allow the decision strategy to incorporate the validity or reliability of different cues into their choice probabilities, guarding against inferences made using poor information.

**Take-the-best heuristic**

Just as with the classical implementation of take-the-best, the quantum implementation of take-the-best can be seen as a generalization of the implementation of the recognition heuristic. To introduce the model, imagine again that a person is trying to decide whether Atlanta (A) or Bakersfield (B) has a larger population. For simplicity, let us assume that they recognize both cities and can recall some informa-
tion about them, so instead of relying on recognition they are using a take-the-best strategy to prioritize and examine cues (though of course recognition could be incorporated formally as a prior step or integrated as simply another cue in a heuristic). A diagram of an implementation of take-the-best with 3 cues in the hierarchy is shown in Figure [5](excluding the recognition cue as an initial step).

The three cues that the person uses are the presence of a league baseball team in the city, the presence of a university in the city, and whether there is a subway system in the city. Note that the cues are still selected and ordered on the basis of validity (though information or success is potentially a better alternative, see Hilbig, 2010; Newell et al., 2004), so the quantum logic implementation is subject to all of the same benefits and drawbacks of stratifying cues in this way.

We can set the initial beliefs so that prior to considering any information, a person does not believe either city to be larger in population, \( B_1 = B_2 = [1; 0] \). Suppose that they are unsure but likely to respond yes if asked whether Bakersfield has a baseball team, \( C_{11} = [\sqrt{2}; \sqrt{3}] \) (in reality, Bakersfield has a minor league team) but they know that Atlanta has a major league team, \( C_{21} = [0; 1] \). When these cue values are paired with their respective beliefs (\( C_{11} \) with \( B_1 \) and \( C_{21} \) with \( B_2 \)) and passed through the CNOT gate \( U_{CN}^2 \), the uncertainty in the cue values is transformed into uncertainty in beliefs, so that \( B'_1 = [\sqrt{2}; \sqrt{3}] \) and \( B'_2 = [0; 1] \).

At this point, a person’s beliefs are measured using the measurement projector(s) \( M \). The measurements can result in one alternative being favored over the other (\( |01\rangle \) or \( |10\rangle \)) or a person’s beliefs can be evaluated as the same for both alternatives (a tie, \( |00\rangle \) or \( |11\rangle \)). Even if the unresolved beliefs about the two alternatives (superposition states) are not the same, there is still the possibility that they will be equal when measured. In our example, there is a 20% chance that they will say that they believe Atlanta is larger (and that Bakersfield does not have a professional baseball team), a 90% chance that they will say Bakersfield is larger, and an 80% chance that they do not resolve the decision at this stage as they believe both cities are large because they have baseball teams.

After the measurements, the belief states are projected back onto \( |0\rangle \) and the person continues onto the next cues. Suppose that they know that both cities have a university – processing cues \( C_{12} \) and \( C_{22} \) (both equal to \( |1\rangle \)) will not result in any decision when they are used to change the person’s beliefs.

In contrast to the other cues, the decision-maker’s beliefs about the presence or absence of a subway system in the two cities may be largely uncertain but doubtful, so that they are unlikely to say that Atlanta has a subway system (\( C_{13} = [\sqrt{3}; \sqrt{2}] \) and slightly more likely to say that Bakersfield has a subway system (\( C_{13} = [\sqrt{3}; \sqrt{2}] \)). When the uncertainty from these cues is transformed into uncertainty in beliefs about the sizes of the city, a person will have a 14% chance of selecting Atlanta as having a larger population (20% chance of saying Atlanta has a subway times 70% chance of saying Bakersfield does not), a 24% chance of selecting Bakersfield as having a larger population (30% chance of saying Bakersfield has a subway and Atlanta does not), and a 62% chance of selecting neither (20% times 30% chance of saying both have a subway plus 70% times 80% chance of saying neither has a subway).

Finally, a person who has still not chosen an alternative proceeds to the Hadamard gate, which allows them to randomly choose between Atlanta and Bakersfield (50% chance each). Final choice proportions can be calculated by adding the probabilities of choosing Atlanta or Bakersfield across the different steps of the heuristic. In our example, they will choose Atlanta as the larger city 61.5% of the time and Bakersfield as the larger city 38.5% of the time. The formulas for calculating the choice proportions are provided on the bottom-right of Figure [5]. Of course, this is merely an example. These choice proportions would change depending the cues used (e.g. if recognition was not 100%) and the degree of uncertainty associated with each one.

The formal construction of the logic gates and cue-belief combinations is provided in Appendix B. We have also made Matlab code available that carries out the computations for this example, available on the Open Science Framework at osf.io/ypbh97. It is useful to note again that the quantum implementation of the take-the-best heuristic seamlessly integrates stochastic behavior into the rule, demonstrating that the deterministic nature of previous implementations of the take-the-best are not necessarily a property of the heuristic itself, but of the information processing theory in which the heuristic is grounded. It is also useful to highlight that past implementations of take-the-best or similar rules have struggled with how to deal with uncertain or unknown cue values. Sometimes these unknown cue values were treated as missing (see Figure 3 in Gigerenzer et al., 1991) or treated as equivalent to a non-occurrence (see Figure 3 in Gigerenzer & Goldstein, 1996). Instead of needing these ad hoc assumptions, as we have shown, quantum information theory handles uncertainty in cue values with its first principles.

**Parallel take-the-best and compensatory strategies**

Although the serial structure of heuristics is often an advantage (as some information can be ignored), it can at times be inefficient. For example, when high-validity cues are infrequently available, they still must be inspected in order to get to diagnostic cues. In a related vein, it has been frequently found that gaining substantial expertise on a particular task tends to move strategies from a cue by cue method of processing information to a parallel or holistic processing pattern (Ackerman, 1988; Dreyfus, 2004). As such, it should be possible within our information processing framework to
move from a serial to a parallel method of processing cues (similar to how it is described in ACT; Anderson, 1982).

As we saw with cues and beliefs and the compound $U_{CN}^2$ gates, it is straightforward in the quantum framework to combine cues and processing gates together into a single state and unitary transformation. This allows us to construct parallel versions of take-the-best as well as implement compensatory heuristics like linear or additive strategies (Hogarth & Karelaia, 2007). An example of a parallel implementation of a heuristic is shown in Figure 6. Instead of feeding in cue and belief qubits in sets of 4, all 12 are fed into the processing gate $U_{CN}^6$ at the same time. This allows for all cues to affect beliefs simultaneously in parallel.

However, this has the drawback that the measurement operator $M$ becomes more complex. In fact, different measurement operators can implement different heuristics. For example, we can implement serial measurements identical to those presented in the serial implementation of take-the-best, measuring first beliefs affected by the first cue ($B_{1,1}$ and $B_{2,1}$) followed by the second and third. This would execute take-the-best but save time in terms of serial cue processing, though measurement would require the same operations as before.

Alternatively, we could measure all beliefs at the same time. For example, one could measure all cases where more beliefs favor option A than option B (e.g. $B'_{1,1} B'_{2,1} B'_{1,2} B'_{2,1} B'_{1,3} B'_{2,3}$ = $|101011\rangle$, $|101010\rangle$, etc.) or more favor option B than option A (e.g. $B'_{1,1} B'_{2,1} B'_{1,2} B'_{2,1} B'_{1,3} B'_{2,3}$ = $|010111\rangle$, $|010101\rangle$, etc.) – this would implement the tallying heuristic. One may want to include a Hadamard gate at the end so a person would choose randomly in cases where measured beliefs in the number of cues favoring A and B are tied.

Other compensatory heuristics could be implemented in a similar way. There are a large number of potential strategies that could be created by adjusting the processing or measurement operators, so we do not go into too many here. Linear weighted additive heuristics could substitute $U_{CN}^2$ for $U_{CN}^0$, and adjust $\theta$ for the various decision weights. Or one could adjust the measurement operator to check for dominance conditions (where 1+ beliefs favor option A and none favor B) before using other rules. Either one of these could be implemented in the same parallel way, and rules could be easily adjusted by modifications to the processing and measurement matrices.

Similarly, different measurement operators could examine combinations of cues simultaneously – for example, it could project onto qubits describing beliefs influenced by cues 1 and 3. This allows for compound beliefs or cues to be used in the decision process, as proposed by Garcia-Retamero et al. (2007).

Just as individual cues can control partial rotations, they
can also control other unitary operations. For example, an individual cue could control a random walk operation, changing how beliefs are distributed across multiple levels of perceived evidence. This would allow for quantum logic models to predict cue-based confidence judgments similar to the the confidence models of Kvam et al. (2015) or Wang & Busse-meyer (2016a).

Quantum logic heuristic predictions

Across all of the heuristics we have examined, there are a number of running themes that arise. Because of the structure of quantum logic that we use to implement heuristics, we obtain uncertainty in beliefs, partial transformations resulting in probabilistic decisions, uncertainty in cue values, parallel cue processing, and cue-belief entanglement. These reflect the 5 new predictions of quantum logic heuristics:

- Decision-making (measurement) can be made stochastic due to the superposition representation of beliefs. For a given set of cues and initial beliefs, unlike in the classical framework, a single set response is not always guaranteed.

- Cues need not be entirely convincing. Depending on the validity or subjective credibility of a cue, it can apply a partial transformation, shifting a person’s beliefs toward but not fully into the criterion state it indicates.

- Cue values can be indeterminate, either by being inaccessible, incomplete, or continuous to a decision-maker. This uncertainty is used to form beliefs rather than ignored or assumed away.

- Unitary gates are combined to operate on multiple qubits in parallel using a single transformation, suggesting that switching from serial to parallel processing of cues in decision strategies should be a rapid transition. In addition, parallel cue processing allows for more flexible rules to be applied via different measurement operators, including both dominance-based conditions and cue combinations.

- Once a cue is processed, it may be come entangled with a person’s beliefs. This results in order effects, where evaluating a cue value affects subsequent beliefs about a criterion value, and evaluating beliefs can reduce uncertainty about a cue value. Therefore, responses after processing an uncertain cue depend on the order of subsequent measurements.

Discussion

By integrating the quantum logic construction of cues, beliefs, and information processing with simple heuristic rules for utilizing information, we gain a number of theoretical and empirical advantages over existing approaches describing human behavior in cue-based decisions. In addition, it allows us to make a number of new, testable predictions that provide avenues for future research. In the following sections, we review some of these insights, outline points of divergence between classical and quantum logic approaches to heuristics, and suggest directions for further investigations.

Benefits of heuristics for quantum logic

The benefits of using simple heuristics are by now well-established (see e.g. Gigerenzer & Todd 1999; Hertwig et al. 2013; Todd et al. 2012), and a quantum logic formulation of them preserves many of these advantages. This allows quantum logic heuristics to inherit many of the present benefits of fast and frugal heuristics. Though not an entirely exhaustive list, we review some of the most important ones here.

Structure and rules. Quantum logic as a framework is indifferent to how particular strategies are put together – alone, it does not offer an explanation of behavior. It simply provides a set of representations and computations, building blocks with which we can construct strategies. Therefore, quantum logic relies on established heuristic strategies to guide construction and provide context and theoretical power to its implementation.

As we hope to have shown, the building blocks of heuristics – information search, stopping rules, and a decision rule (Gigerenzer 2004) – can be mirrored almost exactly in the quantum logic constructions of heuristics. For example, the serial version of quantum take-the-best (Figure 5) gathers information cue-by-cue beginning with the highest validity, stops when a measurement obtains a discriminating decision state, and results in selection of the alternative that state favors. These three rules are still essential components of constructing a quantum logic heuristic, but must navigate the slightly different cue and belief representations and information processing circuits.

There is no default structure to measurement operators either, and as we saw in the parallel heuristic implementation, different operators can result in the implementation of many potential decision strategies. Interestingly, the deliberate use of measurement operators offers a new way to explicitly model the decision rule. Because the cognitive system is always in a definite state in the classical approach, the decision rule is often an after-thought. In the framework of quantum logic, decision making is actually a constructive process where a cognitive state is created when a person’s beliefs are measured, so the particular measurement (the basis in which the state is created) is particularly important. Of course, quantum logic does not provide the heuristic strategies by itself, only the means to implement and adjust the heuristics.
Simplicity. One of the greatest strengths of heuristics is that they can deliberately ignore information in order to obtain faster, more accurate, or more frugal outcomes. This is passed on to the quantum logic implementations of these same heuristics, though of course parallel cue processing strategies sometimes may use unnecessary information as with tallying or other compensatory heuristics.

This also allows quantum logic heuristics to avoid the calculations necessary to compute the covariance matrix between all of the cues that are used. Instead, the heuristics typically exploit statistical structures of the environment such as valid cues like recognition (Goldstein & Gigerenzer 2002), so-called non-compensatory cue structures (Gigerenzer 2004, Martignon & Hoffrage 2002), or via dominance and cumulative dominance (Simsek & Buckmann 2015). These properties allow the heuristics to avoid the costly process of setting and readjusting decision weights based on all of the co-occurrences of available cues. And as the research on fast and frugal heuristics shown, these restricted strategies sometimes perform just as well or even outperform these decision processes that do (Gigerenzer & Todd 1999, Todd et al. 2012).

Finally, deterministic heuristics actually provide a particular special case of their quantum logic implementation – namely, one where only definite states are used and logic gates are restricted to deterministic forms. In many cases, this may make them more parsimonious descriptions of behavior by minimizing the number of free parameters that have to be estimated in the model. Assuming particular forms of representation and processing also simplifies the task of the decision-maker, who does not have to worry about their internal levels of uncertainty or about the strength of transformations they apply to their beliefs (e.g., deciding on different values of \( \theta \) for the \( U_\theta \) gate).

Ecologically adaptive. As we showed in previous sections, quantum logic can implement any strategy that is done in classical logic. Therefore, we know that quantum logic heuristics can achieve performance that is at least equal to that of classical logic heuristics. As such, they inherit a fairly high degree of base performance by implementing the recognition heuristic, take-the-best, or other well-documented strategies (Gigerenzer et al. 1991, 1999, Hoga-rth & Karelaia 2007, Pachur et al. 2011).

However, quantum logic versions of these heuristics could potentially achieve even greater performance in some environments. For example, for the uncertainty in the cue beliefs reflects some true (or at least seemingly-probabilistic) unpredictability of the environment, participants will actually match the probabilities of their occurrence in their behavior. Matching probabilities in the environment is actually optimal in many environments, such as choosing a foraging patch (Kennedy & Gray 1993, Krebs 1978), and this optimal behavior would be generated by the heuristic structure combined with its quantum logic implementation.

As we suggested before, quantum logic heuristics’ improved performance may confer benefits in terms of the descriptive accuracy of heuristic strategies. If people’s behaviors adapt to the uncertainty present in their environment, then modeling heuristics using quantum logic components may better reflect the improved strategies we develop by incorporating uncertainty. It also brings instances where people out-perform classical heuristics back into consideration as heuristic strategies, as the addition of quantum logic components can potentially bridge the gap between the limits of classical logic heuristics and observed choice behavior.

Benefits of quantum logic for heuristics

The benefits of modeling cognitive processing using heuristic accounts and the benefits to decision-makers of using heuristics are already quite well-established (see for example Gigerenzer et al. 1999). Here, we focus more on how merging quantum logic with heuristics makes them differ from classical logic heuristics and what benefits doing so confers.

Uncertain and continuous cues and beliefs. Even if cues are certain, a person may apply a partial rotation like \( U_\theta \) to change their beliefs when a cue is not entirely convincing. In some cases, this will result in a person not reaching a decision after considering a definite cue. So even if a cue is diagnostic, a participant using a heuristic may not stop after inspecting it and instead continue to consider other information. In order to examine this, one would have to check trials on which a cue that should not have been used (based on the cue hierarchy in some non-compensatory decision strategy) and see if this cue was unexpectedly correlated with the final decision a participant made on those trials. This is essentially the approach that was used to test the priority heuristic (see e.g., Fiedler 2010) where later cues (i.e., the difference in worst-case probabilities or the best outcome in this case) were shown to affect choice when according to the classical interpretation of the priority heuristic it should not have. Oddly, this behavior of quantum logic heuristics suggests that instances of apparently compensatory behavior may arise during the use of non-compensatory heuristics if cue values are partially uncertain.

There is already evidence for a continuous underlying structure to cues. For example, we reviewed recognition, where setting a threshold on some continuous recognition value in order to make it binary yields linear ROC functions (e.g., ‘high-threshold’ models Malmberg 2002). Empirical data that suggest nonlinear ROCs would necessitate a continuous underlying recognition value (Yonelinas & Parks 2007), but many alternative proposals for linear ROCs (e.g., threshold models) also rely on a continuous underlying cue, such as memory strength or familiarity (Bröder & Schütz 2009). Such a representation is well-captured by continuous
qubit values, much like the continuous values used in signal detection theory. Which cues are continuous and to what extent the continuous nature of cues is used when available is an open question.

**Parallel cue processing and combination.** As we described in previous sections, multiple cues and beliefs or multiple processing gates can be easily combined with one another in the quantum logic heuristics. They can then be processed altogether, and different decision rules can be applied to the person’s revised beliefs. This can potentially result in a much faster decision process, as inspection of each cue is not dependent on the diagnosticity of a cue higher in the inspection hierarchy. In principle, quantum logic allows for rapid rule combination and parallelization of sets of logic gates.

Unfortunately, gathering evidence that cues are processed in this way may be difficult. Serial and parallel processes can be notoriously hard to discriminate, depending on the structure of the proposed models (Townsend, 1971; 1990). However, quantum logic would suggest that serial gates can be created by combining them via a Kronecker product. This leads to the empirical prediction that the transition from a serial to a parallel procedure could be quite rapid rather than occurring over gradual periods of time.

Although little work has been done to our knowledge on how heuristic processes may change over time and with repetition, some support for this prediction can be found in expertise literature. In several studies in this area, participants seem to transition from periods of serial, declarative rules when they are only familiar with the task to parallel, procedural rules when they have become very good at it (Ackerman 1988; Dreyfus 2004; Bellock & Carr 2001). The periods of transition are typically characterized by rapid increases in processing speed or accuracy as well as spontaneous rule combination. These rapid shifts are pervasive enough that they have been used to demarcate different stages of expertise acquisition (Taatgen 2005; Anderson 1982), hinting that rapid gate construction may be a reliable component of learning to perform a task.

The parallel processing of cues also means that decision rules can be applied by using different measurement operators after all information processing has completed. This opens up new strategies, as a person could process all cues at once and then check dominance conditions or use multiple cues in combination with one another to trigger a choice one way or the other (Garcia-Retamero et al. 2007).

**Stochasticity.** The switch from a strictly deterministic to a stochastic system of cues and beliefs is perhaps the most controversial feature of a quantum logic structure for heuristics. In addition to making the system a bit more complex, it also means that strategies must be graded in a different manner. Rather than the rate of adherence to a strategy as a marker of empirical accuracy, we must shift to a likelihood-based method of model (strategy) evaluation. We note reasons for this in Appendix C.

Although either change constitutes a substantial shift, they are both in line with modern models of the decision-making process. There is strong evidence that some stochastic elements are not only desirable but necessary in order to produce the choice proportions and distributions of response times that we observe in empirical data (Townsend & Ashby 1983; see also Busemeyer & Bruza 2012; Busemeyer & Townsend 1993; Hogarth 1987; Simon 1959).

However, it is also fair to say that models with deterministic elements can provide more parsimonious accounts in many cases. This is commensurate with fixing parameters to reduce flexibility — in a Bayesian sense, it would be equivalent to restricting the priors on parameters of a (probabilistic) model in order to improve its predictive accuracy in a particular environment. Sticking to a simpler deterministic model is particularly desirable when there is little choice data for estimating free parameters.

Many models of the decision-making process have been built with adding stochasticity in mind, deliberately building in elements that make decisions probabilistic. Several authors have incorporated probabilistic behavior into heuristics, either as part of an evidence accumulation process (Lee & Cummins 2004), part of the evaluation process (Rieskamp 2008), or as random selection of different heuristics (Rieskamp & Otto 2006; Davis-Stober & Brown 2011). However, these are post-hoc modifications to the theory, which in a sense indicates that there may be something wrong with purely deterministic models of cognition. To be fair, the many potential sources of noise in behavior make it difficult to tell if a particular underlying cognitive system is behaving in a deterministic or stochastic way. It may well be that cognitive processes are inherently deterministic and that we have to build in some functions that produce error. Without being able to identify a consistent source of the largely probabilistic behavior that arises in cue-based decisions, however, modeling variation in outcome as a function of superposition is arguably more parsimonious and no less likely than most other accounts.

Interestingly, evidence suggests that there are substantial advantages to behaving unpredictably in a stochastic way. For example, in game theoretic scenarios it is often beneficial to adopt a mixed strategy, performing different behaviors with some amount of randomness (Colman 2003; Smith 1974, 1982). Taken a step further, using explicitly quantum strategies can improve a player’s expected payoffs in a variety of environments, even invading evolutionarily stable classical strategies (Eisert & Wilkens 2000; Iqbal & Toor 2001; Meyer 1999). Similar to mixed strategies, it may be adaptive to scale the probability of different responses based on inputs

---

6In fact, quantum signal detection theory (Baldo 2013) mimics its behavior and would produce essentially the same results.
or predicted outcomes, leading to behaviors like probability matching (Bliss et al., 1995; Shanks et al., 2002; Thompson 1933). Substantiating the predicted random behavior, there appear to be mechanisms in the brain that generate probabilistic behavior or choices (Tervo et al., 2014) much like a Hadamard gate would implement.

Theory integration and conclusions

Each of the theories we have integrated here provides some benefit to the other, but perhaps more interesting is that putting them together raises new questions and new perspectives on existing ideas. Two important ones are the predicted effects of entanglement of cue and criterion beliefs, and the incorporation of uncertainty into the structure of the cue processing models.

Entanglement. The integration of quantum logic and heuristics allows for the new possibility that cue and criterion beliefs can become entangled during information processing. Specifically, it suggests that if an indeterminate cue influences beliefs (via a U-gate operation), evaluation of the cue should affect subsequent evaluation of beliefs and information about the criterion should affect beliefs about the cues. This results in two interesting effects: order effects of belief measurements regarding cues and criteria, and effects of criterion information on cue beliefs. The latter may underlie the hindsight bias phenomenon.

To give a more concrete example of an order effect regarding cue and criterion beliefs, consider the situation a person is gauging whether to attend a movie based on whether they recognize it. The decision-maker may be unsure of whether they recognize a movie (to different extents), and so processing this cue may make them unsure of whether they want to attend the movie. However, if we force them to respond that they do or do not recognize the movie, this should influence the probability that they decide to see it or not. As a result, if we contrast responses under two conditions – one where we ask if they recognize it and then if they want to see it, and another where we only ask if they want to see it – we should obtain violations of the law of total probability (see Equation 4). Results of similar sequential-choice experiments suggest that this may be the case (Kvam et al., 2015; Townsend et al., 2000; Wang & Busemeyer, 2013; Wang et al., 2014; Wang & Busemeyer, 2016b).

Cue-belief entanglement also results in an effect of criterion information on cue beliefs. Getting information about the criterion values results in a transformation or collapse of an entangled cue-criterion state, changing a person’s beliefs about the cue as well. This results in moderated beliefs about the value of the cues compared to when a person initially processed the cue values. As a result, when a person revisits their (revised) cue beliefs to calculate their confidence in the criterion, this value may be greater than when they processed the cue initially. As a result, retrospective confidence following criterion information can be higher than prospective confidence before criterion information, creating a hindsight bias.

This explanation of hindsight aligns closely to previous heuristic descriptions of the hindsight bias, such as the Reconstruction After Feedback with Take-the-best (RAFT) model (Hertwig et al., 1997; Hoffrage et al., 2000). This model of the hindsight bias posits that after a decision is made, feedback about the criterion value (reducing uncertainty about criterion beliefs) leads to inferences about cue values that were potentially uncertain at the time of a decision (reducing uncertainty about cue beliefs). Formally, a quantum logic model of take-the-best or the recognition heuristic would say that collapsing the cue-criterion belief state on a definite state of criterion beliefs increases a person’s belief in the cue. This is precisely the effect of entanglement – changing criterion beliefs should affect cue beliefs once they have been entangled together through a U-gate.

Retrospective confidence, in turn, would be determined by the revised cue beliefs, leading to higher confidence after receiving feedback – a hindsight bias. Therefore, a hindsight bias falls readily out of the quantum logic heuristics we described in the previous section. Although we have not discussed it in detail here, there are multiple ways to model confidence in the quantum logic framework. We could do so by using the revised cue beliefs to directly yield confidence (as done in Trueblood & Busemeyer, 2011) or to trigger a separate confidence-generating operation (as in the random walk model proposed by Kvam et al., 2015). We should emphasize that this prediction of a hindsight bias is not the result of adding auxiliary assumptions to the process model like cognitive reconstruction or motivated self-presentation to the model (Hawkins & Hastie, 1990). Instead, the prediction arises from the first principles of the quantum logic model of heuristics developed here, which raises interesting questions as to the hindsight bias’ status as a bias at all.

Uncertainty and entropy

Markov and quantum models make a distinction between mixed and superposition states. Mixed states give probabilities of observing different results (decisions, confidence judgments), but these probabilities are predicated on the uncertainty of the observer or modeler. On the other hand, superposition states represent measurement uncertainty, which makes both the decision-maker and any observers uncertain about a person’s actual state. This distinction is particularly interesting because it illustrates how different types of uncertainty correspond to distinctions made in work on heuristics between types uncertainty.

In a classical framework, we might discriminate between epistemic uncertainty – an inability to predict future outcomes primarily due to a lack of knowledge – and aleatory uncertainty – an inherent inability to predict future outcomes
due to their unpredictable nature. For example, epistemic uncertainty might describe our uncertainty about the official census population of a city in terms of our lack of knowledge, while aleatory uncertainty might describe our essentially irreducible uncertainty about the exact number of people within the city’s boundaries at a particular time.

The mixed states described in classical probability principally correspond to reducible epistemic uncertainty, where a series of bits is only unpredictable if we lack knowledge about whether each entry is a 0 or a 1. Instead, we might only be able to supply some probability that an entry will be 0 or 1. The closer this probability is to 0 or 1, the more predictable the string and its behavior (e.g., how it interacts with logic gates) will be. Formally, the amount of unpredictability of a classical state is referred to as the Shannon entropy (Shannon & Weaver, 1949), and it can be quantified by a number of different metrics. We reduce the entropy of a classical system by knowing more about the state, to the point where we can completely predict the properties and behavior of a bit string if we know what each bit is (0 entropy). Conceptually, then, Shannon entropy embodies the idea of epistemic uncertainty, where our inability to predict the outcomes of events or states can be reduced by knowledge of the state in question (As-cough et al., 2008; Fontana & Gerrard, 2004).

Aleatory uncertainty supposedly arises from inherently stochastic properties of the environment. In a truly deterministic world, we could in theory predict anything given enough knowledge of the current state of the world. In this sense, aleatory uncertainty may not truly exist in a classical deterministic system. However, integrating heuristics with the quantum framework introduces a parallel form of uncertainty called ontic uncertainty – uncertainty regarding the true existence of a particular state – which arises from the stochastic interactions between states and measurements of the world. In this framework, ontic uncertainty serves as the principally irreducible type of uncertainty or unpredictability, and therefore may be the true source of what we more commonly refer to as aleatory uncertainty.

Formally, a quantum superposition state such as a qubit possesses unpredictability in the form of von Neumann entropy (von Neumann, 1955). In this case, we can know everything about a state – for example, $\psi = [\sqrt{3}, \sqrt{3}]$ – but the state is still entropic in that we cannot perfectly predict the outcome of a measurement. Uncertainty about a qubit string cannot be completely reduced unless every qubit has collapsed on $|0\rangle$ or $|1\rangle$, in which case the von Neumann entropy is 0. Therefore, there can be uncertainty about what state a qubit is in as well as uncertainty about what measurements we will obtain even if we know the state (Bengtsson & Zyczkowski, 2006). Von Neumann entropy therefore provides a ‘true’ source of unpredictability (ontic uncertainty) that may underlie what we label aleatory uncertainty (As-cough et al., 2008; Fontana & Gerrard, 2004).

While it may seem inconvenient for a person in a von Neumann-entropic state to be unable to predict their own behavior (assuming they know their own state), this is advantageous in that it is a source of uncertainty that cannot be reduced by other people either. As we mentioned earlier, this is particularly desirable because it prevents an agent from being exploited when opponents have a great deal of information about the agent’s strategies (Colman, 2003; Smith 1974, 1982).

Conclusions

In this paper, we have examined in detail how quantum logic and heuristics might interact with another. Heuristics provide rules and structure for constructing simple strategies to make decisions based on cues, and quantum logic provides a set of representations and computations that lend empirical accuracy and flexibility to the strategies that are composed.

As a result, both quantum framework and heuristic rules are enhanced by integrating them into quantum logic heuristic models. But perhaps more importantly, putting them together in this way raises new questions. It opens up the possibility of cue-criterion belief entanglement, provides connections between uncertainty in judgment and decision-making and entropy in formal information theory, posits mechanisms for random choice and rule combination, and provides a potential bridge between high-level cognitive theory and lower-level neural implementation.

Examining and replacing the formal structures that underlie cue processing models can generate insights that might otherwise be taken for granted. We hope this effort on integrating multiple approaches – covering heuristics, information theory, and classical and quantum logic – has raised new questions, illustrated the importance of critically examining the assumptions that we make when modeling, and offered promising alternative directions for exploring models of information processing more generally.

Appendix A: Formal implementation of quantum logic recognition heuristic

We suppose that beliefs about a criterion (e.g. which of two cities is larger?) are represented by 2 qubits $B_1$ and $B_2$, and the recognition cue values are also represented by qubits $C_1$ and $C_2$. Therefore, the initial state $CB$ of the system can be described as an outer product of these four qubits:

$$CB = (C_1 \otimes B_1) \otimes (C_2 \otimes B_2)$$

(10)

If we want to flip a criterion belief qubit if a cue is present (city is recognized), then we use the CNOT gate $U_{CN}$ shown in Figure 3, on each of the qubits individually, combining the gate to do so in parallel.

$$U_{CN}^2 = U_{CN} \otimes U_{CN}$$

(11)
Then, we apply this gate to the initial 4-qubit state that we obtained by combining the cue belief qubits and criterion belief qubits.

\[ CB' = U_{CN,2}(CB) \]  

(12)

In order to measure the revised beliefs, we must project onto the corresponding belief states. There are 3 projectors to construct: one for “choose Bakersfield,” one for “choose Atlanta,” and another for “no choice / check another cue.” Note that “choose city 1” projector \( P_1 \) checks for instances where the second and fourth qubits are evaluated as 1 and 0 respectively, “choose city 2” projector \( P_2 \) covers instances where the second and fourth are evaluated as 0 and 1, and the remaining projector \( P_N \) covers all other measurement outcomes.

Choose city 1: \( P_1 = \frac{1}{2} (|0100\rangle + |0110\rangle + |1100\rangle + |1110\rangle) \)

Choose city 2: \( P_2 = \frac{1}{2} (|0001\rangle + |0011\rangle + |1001\rangle + |1011\rangle) \)

Choose neither: \( P_N = \frac{1}{2} (|0000\rangle + |0101\rangle + |1000\rangle + |0010\rangle + |1101\rangle + |0111\rangle + |1111\rangle) \)

The probability of choosing city 1 is \( |\langle P_1 | C_1 B_1' C_2 B_2' \rangle|^2 \), city 2 is \( |\langle P_2 | C_1 B_1' C_2 B_2' \rangle|^2 \), and continuing without a response or choosing randomly is \( |\langle P_N | C_1 B_1' C_2 B_2' \rangle|^2 \).

In the case that a person does not collapse on a left or right response, the Hadamard gate \( H \) from Figure 4 can be applied to any or all of the collapsed qubits in parallel.

This gate maps pure \( |0\rangle \) or \( |1\rangle \) states to an equal superposition of the two. When a state is measured after applying the gate, it will randomly collapse with equal probability on one of these basis states. In effect, it takes a definite set of beliefs and maps them onto random responses, providing a mechanism for generating random choices that is not present in the classical framework. The Hadamard gate can be applied in a parallel manner using a Kronecker product as in Equation (11).

\[
\text{Appendix B: Formal implementation of quantum logic take-the-best}
\]

The diagram shown in Figure 5 is a largely simplified version of how a quantum logic take-the-best is implemented. Given initial beliefs \( B_1 \) and \( B_2 \) and cues \( C_{1,1} \) and \( C_{2,1} \), the initial state that is fed into the first gate \( (U_{CN}) \) is a specific combination of the beliefs and cues, which we refer to as \( CB_1 \).

\[ CB_1 = (C_{1,1} \otimes B_1) \otimes (C_{2,1} \otimes B_2) \]  

(13)

Because it is being applied to a pair of cue-belief states, gate \( U_{CN}^2 \) is actually a pair of \( U_{CN} \) gates combined via Kronecker product, \( U_{CN}^2 = U_{CN} \otimes U_{CN} \). Note that the Kronecker product is distinct from matrix multiplication – \( U_{CN}^2 \) is not simply the square of \( U_{CN} \).

In order to process the cues, we simply multiply the unitary matrix by the combined belief and cue state to obtain the revised state \( CB'_1 = U_{CN}^2 CB_1 \).

The measurement \( M \) consists of 3 projectors: one to calculate the probability of choosing Atlanta \( [M_A] \), one to calculate the probability of choosing Bakersfield \( [M_B] \), and one to calculate the probability of choosing neither and instead continuing to the next gate \( [M_N] \). The projector \( M_A \) measures the probability amplitude along dimensions where a person believes that city A is large and B is not \((i.e. \) where \( B_1 = 1 \) and \( B_2 = 0 \)). It therefore consists of a \( 16 \times 16 \) matrix of zeroes with ones along the diagonal in rows 5, 7, 13, and 15. Conversely, the projector \( M_B \) measures the probability amplitude along states where \( B_1 = 0 \) and \( B_2 = 1 \), and consists of a \( 16 \times 16 \) matrix of zeroes with ones along the diagonal in rows 2, 4, 10, and 12. Finally, \( M_N \) projects onto states where \( B_1 = B_2 = 0 \) and consists of a \( 16 \times 16 \) matrix of zeroes with ones along the diagonal in rows 1, 3, 6, 8, 9, 11, 14, and 16.

The probability of each response is calculated by squaring the length of the projections given by each of the measurement operators.

\[ Pr(\text{choose } A) = x_1 = |M_A CB'_1|^2 \]  

(14)

\[ Pr(\text{choose } B) = y_1 = |M_B CB'_1|^2 \]  

(15)

\[ Pr(\text{choose neither}) = z_1 = |M_N CB'_1|^2 \]  

(16)

People who choose A or B are finished, but those who do not choose either have their belief states \( B_1 \) and \( B_2 \) projected onto \( |0\rangle \) and normalized to length 1 (so the probabilities of all of the possible measurements again sum to 1), then continue onto the next step of the heuristic. Their beliefs are paired with a new set of cues to compute a combined state, they process the cues using the same information processing matrix, and the measurement operators are applied to the resulting state.

Combined state \( CB_2 = (C_{1,2} \otimes B_1) \otimes (C_{2,2} \otimes B_2) \)  

(17)

Revised state \( CB'_2 = U_{CN}^2 CB_2 \)  

(18)

\[ Pr(\text{choose } A) = x_2 = |M_A CB'_2|^2 \]  

(19)

\[ Pr(\text{choose } B) = y_2 = |M_B CB'_2|^2 \]  

(20)

\[ Pr(\text{choose neither}) = z_2 = |M_N CB'_2|^2 \]  

(21)

This process is repeated until a choice alternative is selected or until a person runs out of cues. In the case that they run out of cues, a person chooses randomly. The random state is generated using a Hadamard gate \( H \):

\[ H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \]  

(22)
Multiplying $H$ by any definite state $B_1 = |0\rangle$ or $B_1 = |1\rangle$ will result in state $B_1 = |\sqrt{3}, \sqrt{3}\rangle$. This state is measured by projecting it onto $|0\rangle$ (choose B) or $|1\rangle$ (choose A) – the probabilities of each response will be exactly 0.5.

**Parallel heuristic**

The $U_{CN}^6$ gate shown in Figure 6 is formed by taking the Kronecker product of 6 $U_{CN}$ gates.

$$U_{CN}^6 = U_{CN} \otimes U_{CN} \otimes U_{CN} \otimes U_{CN} \otimes U_{CN} \otimes U_{CN} \quad (23)$$

The cue-belief state that is fed into it is formed by first combining the criterion belief $B_i, j$ with the corresponding cue $C_i, j$. Then, all of the cue-criterion belief pairs are combined together to form the overall cue-criterion belief state $CB$.

$$CB = (B_{1,1} \otimes C_{1,1}) \otimes (B_{2,1} \otimes C_{2,1}) \otimes (B_{1,2} \otimes C_{1,2}) \otimes \ldots \quad (24)$$

As before, the revised state is computed by multiplying the unitary operator by the cue-criterion belief state, $CB' = U_{CN}^6(CB)$. This revised state is then measured using some set of measurement operators $M$ defined by the decision rule specified in a heuristic.

In essence, the $U_{CN}^6$ gate processes 6 cues at once – 3 corresponding to each alternative – and uses them to modify each of 6 belief states about the criterion. This allows it to process information from many sources all at the same time, but the resulting beliefs ($B_i, j$) have to be measured in non-trivial ways. The measurement operator therefore becomes a particularly interesting point of variation in strategies, as it suggests that the differences in behavior result not from differences in information search, but from the decision rule applied once all cues have been gathered and processed.

**Appendix C: Justification for likelihood over adherence-based model evaluation**

As far as methods of model evaluation, adherence rates provide a generally poor measure of model performance compared to likelihood-based methods, as it can often overrepresent the true empirical accuracy of a model. The primary issue with adherence rates is that using this metric presupposes a deterministic model of the world. By using adherence, model performance is graded on its capacity to predict each data point individually rather than its ability to describe the data-generating process. This winds up essentially penalizing all stochastic models, and also runs into problems when applied to grading mixtures of strategies across or within participants.

For example, suppose we want to describe a machine that produces 70% blue and 30% red objects. A deterministic model that always predicts blue objects would have a 70% adherence rate, while a model that predicts 70% blue objects would have a (70% * 70% (correctly predict blue) + 30% * 30% (correctly predict red) = 58% adherence rate if it made probabilistic predictions or 70% adherence rate if it made its maximum likelihood prediction on every new object produced. However, we would never say that the deterministic model is more descriptively accurate than the model that represents the true stochastic structure of the machine.

Adherence rates have an additional downside when it comes to mixture data as well. For example, it can run into trouble when different participants are using different strategies and the group-level data is analyzed. Suppose that cue 1 is more valid than cue 2, but Participant 1 prefers to use only cue 1 and Participant 2 prefers to use only cue 2 to make their decisions. If cue 1 was available to Participant 1 but not Participant 2, their group-level choice behavior would correspond perfectly to take-the-best even though neither participant was using this strategy. Conversely, if participant 2 While this is a simple example, it illustrates the conceptual challenges of using adherence rates when trying to grade models in the presence of a mixture of strategies. In essence, the best-fitting model to a set of aggregate data may So not only do adherence rates falsely penalize stochastic models, they cannot really be used except to predict homogeneous-strategy data either.

On the other hand, maximum likelihood methods have been both highly successful and widely used as methods of parameter fitting and model comparison in statistics and psychology.Potentially more appropriate methods such as Bayesian estimation also incorporate likelihood functions, even if they are not simply maximizing them.

Returning to our 70% blue, 30% red machine and models, we would say that the likelihood of the 70% blue, 30% red machine is $L = Pr(\text{blue})^{70\%} \cdot Pr(\text{red})^{30\%}$. The maximum likelihood model, supposing that there are 700000 blue objects and 300000 red objects produced, would be the model positing 70% blue and 30% red objects, while the deterministic model would have probability zero (or closer to zero, if we assume some error that is not equal to 30%). This is a much more valid conclusion. By using the likelihood metric, we are able to estimate the best data-generating model, which is not possible using only adherence rates.

Returning to our 70% blue, 30% red machine and models, we would say that the likelihood of the 70% blue, 30% red machine is $L = Pr(\text{blue})^{70\%} \cdot Pr(\text{red})^{30\%}$. The maximum likelihood model, supposing that there are 700000 blue objects and 300000 red objects produced, would be the model positing 70% blue and 30% red objects, while the deterministic model would have probability zero (or closer to zero, if we assume some error that is not equal to 30%). This is a much more valid conclusion. By using the likelihood metric, we are able to estimate the best data-generating model, which is not possible using only adherence rates.

Of course, readers who firmly believe that choice outcomes are all deterministic and predictable are certainly free to use adherence rates as their favored metric for modeling homogeneous data. But if there is any possibility that this is not the case, then likelihood-based methods should be favored.

**References**


